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From The AAE. ..
Sustaining the Momentum

Acquisition reform is a continuing priority of the Department
of Defense and the Department of the Army. On March 17, we
begin Acquisition Reform Week, and our focus is on teaming as the
catalyst for making acquisition improvement the norm. This is a
good time to:

* Review what initiatives we've accomplished;

+ Cite some specific success stories; and

* Let all of you know that Army acquisition is a great team.

You are the backbone of Army modernization. We have made
great progress as a team. Now, we have to sustain the momentum.

‘We all remember the Defense acquisition process that existed
before these reforms were initiated—paperwork-intensive, overly
managed, and costly. The rule-based, risk-averse mindset that cre-
ated this process boxed all of us in to the point where equipment
was obsolete before we could get it into the hands of the soldiers
who needed it.

Since those days and with severely constrained resources, we
have dedicated ourselves to making the difficult and critical cul-
tural changes that are essential to ensuring that our military forces
remain the preeminent military power in the world. Let me
briefly review some of the Army acquisition team's successes.
They include:

= Eliminating “boiler plate” in the terms and conditions of our
Requests for Proposals and contracts, and retaining only those that
reflect our minimum essential requirements;

* Reducing substantially our demands for contract data require-
ments;

= Converting to single processes in our Defense manufacturing
plants, so that all Services and contracts employ single standards,
commercially-based where possible, for processes, manufacturing
management, and quality;

* Vastly streamlined oversight;

= Adoption of a teamwork philosophy using Integrated Product
Team management;

= Continuing the shift from lowest priced source selections to
reail emphasis on best value procurements;

= Treating cost as an independent variable in conjunction with
the requirements generation process and with schedule and per-
formance in program management; and

* Emphasizing postaward debriefings and alternative dispute
resolutions to avoid the costs of formal contract protests.

There are hundreds of examples of what has happened when
we applied these acquisition reform initiatives. Following are a
few highlights:

America’s Army is the federal government’s greatest user of the
International Merchant Purchase Authorization Card or IMPAC for
purchases under $2,500. The Army leads the way in the use of
credit card purchases and the U.S. Army Forces Command
(FORSCOM) leads the Army! In fiscal year 1996 (FY96), we had
the U.S.Army Audit Agency study the costs associated with obtain-
ing goods and services using IMPAC instead of a purchase order.
The Agency determined that each credit card transaction resulted
in a savings of $92.60. With more than two million transactions
projected for FY96 and using the 80 percent usage goal estab-
lished by the Army Chief of Staff, this resulted in more than $173
million in savings.

In FY97, FORSCOM expects to use the credit card for 95 per-
cent of all actions under $2,500 (approximately 617,000 actions)

for a projected savings of $72.5 million over the traditional
method of issuing purchase orders. It is no wonder why we are
expanding the use of IMPAC Army-wide, and sceking to increase
the threshold for using it. :

Personnel from the Program Executive Office for Ground
Combat and Support Systems are teaming very effectively with
counterparts at the Tank-automotive and Armaments Com-
mand in using acquisition reform techniques to meet the Army’s
needs for M1A2 tanks. Our tight budget allowed a production rate
of 97 tanks a year—insufficient to meet the Army’s need. So, the
Abrams team—government and industry partners—went to work
and developed a variety of innovative approaches, including per-
formance-based contracting, judicious reduction of military speci-
fications and standards, best value source selection, reduction of
data requirements and deliverables, and multiyear contacts, to pro-
vide the Army with 120 M1A2 tanks a year.

PM Bradley’s Command and Control Vehicle program took ad-
vantage of “combined testing,” leveraging off Task Force XXI ex-
periments and previously scheduled tests to gain crucial data at
minimum cost. The result: needed data gathered on time at a cost
savings of more than $4 million as compared to conventional test
methods. And, there is the potential for even greater savings.

At the Program Executive Office, Intelligence, Electronic
Warfare and Sensors, acquisition reform is the key to meeting
our soldiers needs—now! Last September, two newly procured
Airborne Reconnaissance Low systems with Moving Target Indica-
tor radar (ARL-MTT) were successfully deployed by the Army Intel-
ligence and Security Command to U.S. Forces-Korea. These sys-
tems were acquired and fielded in less than nine months using ac-
quisition streamlining techniques to meet an urgent CINC require-
ment for indications and warnings capability to replace the retir-
ing MOHAWK. Major commercial items included the platform,
which is a modified commercial deHavilland Dash-7 aircraft, and
an offthe-shelf Moving Target Indicator/Synthetic Aperture Radar.
There are many more outstanding examples of acquisition reform
success stories just like these from across the Army. Time and
space simply will not permit their telling,

All of these examples demonstrate clearly that the Army acqui-
sition team thinks “outside the box” to identify new and promis-
ing ways to do business. We must not relax our vigil because
good initiatives require continuing improvement. When you have
a good idea and see a way to improve your operation, get your
team together and do it! Then, let us know so we can trade it
around! I call to mind a much used cliché: “Success is a journey,
not a destination.” To remain efficient and ensure that we con-
tinue to improve and adopt new ways to do business, requires
continuous process improvement. We have got to work daily to
get the goals tighter and better. We must and will sustain the mo-

' Gilbert E Decker
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PMs
BEGIN
TRANSFER
TO
THE
ARMY
MATERIEL
COMMAND

By LTC(P) Leon A. Parker, lll

Introduction

The Army acquisition community is un-
dergoing major changes as it races to meet
the requircments of acquisition reform and
the 21st century. To enable Headquarters,
Department of the Army (HQDA) to more
cffectively and cfficiently perform Title 10
functions in the 21st century, and achieve
the recommendations of the HQDA Re-
design Functional Area Assessment (FAA).
The HQDA Redesign FAA focused on reduc-
ing the size of HQDA, reducing the number
of field operating agencies and staff support
agencies, reducing missions, functions,
costs, and positioning the Army to enter the
information age of the 21st century. The
Army Acquisition Executive initiated the
Army Science Board (ASB) study to reengi-
neer the acquisition and modernization
process of the institutional Army. The ASB’s
focus was on acquisition, research and de-
velopment, training, wholesale logistics, test
and evaluation, and doctrine/requirements.

Implementation of ASB
Initiatives

A jointly signed Oct. 1, 1996 memoran-
dum by the Army Acquisition Executive,
Gilbert E Decker, and the AMC Commanding
General, GEN Johnnie E. Wilson, provided
the following directives:

2 Army RD&A

» Effective no later than Oct. 1,1997, the
number of PEOs reduces from nine to seven
with the consolidation of PEOs, Armored
Systems Modernization, Tactical Wheeled Ve-
hicles, and Field Artillery Systems. The con-
solidated PEO will be named Ground Com-
bat Support Systems (GCSS). Also, by the
end of 4th Quarter FY98, the Standard Army
Information Management Systems (STAMIS)
mission will transfer to AMC,

* The remaining PEO structures will re-
tain management responsibility of ACAT I
and related ACAT II/IIT programs. All other
ACAT II/III programs will be transferred to
the appropriate AMC commodity command.

* To support the expanded acquisition
mission within AMC, the Chief of Staff of the
Army has approved the establishment of
three brigadier general (BG) positions titled,
“Deputy for Systems Acquisition” To ensure
zero growth in the general officer (GO) ac-
quisition positions, three current GO posi-
tions were eliminated. The new BG “Deputy
for Systems Acquisition” positions will be
located at the U.S. Army Communication-
Electronics Command (CECOM), Fort Mon-
mouth, NJ; U.S. Army Tank-automotive and
Armaments Command (TACOM), Warren,
MI; and the U.S. Army Missile Command
(MICOM), Redstone Arsenal, AL. As a result
of Base Realignment and Closure 95, the
U.S. Army Aviation and Troop Command

(ATCOM), St. Louis, MO, and MICOM will
merge at Redstone Arsenal, AL, and will be
known as the Aviation and Missile Com-
mand (AMCOM). The new brigadier gener-
als are scheduled to arrive at their respec-
tive commands as follows: TACOM—Janu-
ary 1997; AMCOM—March-April 1997; and
CECOM—approximately June/July 1997.

* Program funds will flow from Head-
quarters, Department of the Army, to the
Deputies for Systems Acquisition, who will
exercise the same reprogramming authority
as currently delegated to the PEOs. There
will be no reprogramming of funds outside
of the research, development and acquisi-
tion (RD&A) accounts without coordination
with the Office of the ASARDA.

AMC In Of Transfer

The Oct. 1, 1996 jointly signed memo as-
signs the responsibility for the execution of
the transfers to Headquarters, AMC. On
Oct, 2, 1996, the CG, AMC signed a memo-
randum providing the initial directives on
the execution of the transfers.

A Headquarters, AMC Project Manage-
ment Office (PMO) Transition Team was
formed under the AMC Deputy Chief of Staff
for Research Development and Acquisition
(DCSRDA), MG Roy E. Beauchamp. The Di-

rector of Program Management and Acquisi-
tion Support, in AMC’s Office of the DC-

March-April 1997




SRDA, COL Richard Bregard, chairs this team
with participants from HQ AMC—the Office
of the Deputy Commanding General (Princi-
pal Deputies for Acquisition, Logistics and
Technology); the Command Counsel; the Of
fice of the DCSRDA; Office of the Deputy
Chief of Staff for Personnel; and the Special
Analysis Office. Additionally, ATCOM,
CECOM, MICOM, and TACOM participate.

Department of the Army participation in-
cludes the following ASARDA offices:

* The Deputy for Systems Management
and International Cooperation;

* The Deputy Assistant Secretary for
Plans, Programs and Policy;

* The Deputy for Combat Service Sup-
port;

Included also are participants from the

following offices:

» The Assistant Secretary of the Army for
Financial Management and Comptroller
(FM&C);

* The Assistant Secretary of the Army for
Manpower and Reserve Affairs (M&RA);

+ The Assistant Secretary of the Army for

Installations, Logistics and Environment
(continued on page 4)

Q: What are the key events that your program will un-
dertake this fiscal year (FY97)?

A: Fiscal Year 97 will be another busy year. Just a few of the
key events this year are:

* The award of a new production contract for Paladin in March
1997,

* The award of a new European production contract for FAASV
Inspect and Repair Only as Necessary (IRON) in March/April 97;

= Fielding of Paladins and FAASV to Korea, 2d ID (Fort Lewis,
WA), Il Corps (Fort Sill, OK), and start of the process to 1st ID
(Germany);

* The start of fielding to the Kansas, Georgia, and Mississippi
National Guard in May 1997;

* Participating in the Field Artillery Control Vehicle/Fire Direc-
tion Control Vehicle Warfighting Rapid Acquisition Program Army
Systems Acquisition Review Council, May 6, 1997.

+* We will be involved in future foreign demonstrations and
foreign military sales (FMS) buys are imminent; and

« Future National Guard Bureau buys are under debate.

Q: Your products are currently ACAT-II and III pro-
grams, with high visibility. Why do you think your pro-
gram was one of the 19 selected to transfer to AMC?

A: The products are currently in full-scale production and field-
ing phases. All project dollars are Procurement Army (PA) and
Operations and Maintenance, Army (OMA), no RDT&E line. Is-
sues are no longer programmatic for the Army, schedule and cost
are the primary execution issues.

Q: Your product receives the majority of its matrix sup-
port from AMC. Do you see a change (+ or -) to this sup-
port once you become a part of the AMC community?

A: Neutral—provided the issue of funding support with PA dol-
lars is supported.

Interview With

A Transferring Product Manager...
E. Carroll Gagnon

Product Manager

Paladin/Field Artillery
Ammunition Support Vehicle

The Product Management Office (PMO), Paladin/Field Artillery Ammunition Support
Vebicle (FAASV) is currently assigned to the Program Executive Office, Ground Combat
Support Systems (PEQ, GCSS). Prior to the PEO consolidation, PMO Paladin/FAASV was
under PEO Field Artillery Systems. Paladin/FAASV is one of the 19 PEO PMs scheduled to
be transferred to AMC prior to Aug. 30, 1997.

Q: what is your most major concern as it pertains to the
transfer, and do you believe that AMC is taking steps to alle-
viate that concern?

= The major concern [ have is the OMA vs. PA issue related to
matrix support. It is too early to tell if steps have been taken to
resolve this issue. This was a major topic of discussion at the
October 1996 AMC PM Conference held in St. Louis, and the AMC Re-
source Manager was tasked to come up with an acceptable solution.

Q: The AMC Commanding General, GEN Wilson, and LTG
Hite, the Military Deputy to the Assistant Secretary of the
Army (RDA), have made an agreement that the core PMO
being transferred will not be touched for at least one year
after the transfer. After that year, a joint SARDA and AMC
team will review the PMOs for efficiencies. This was done as
an effort to guarantee continuity of operations within the
individual PM offices in the midst of downsizing activity
within the AMC community. Do you have any comments to
this decision?

A: 1 concur, though it has not been specified, the assumption is
that the SARDA/AMC team will include PMs.

Q: What would be the one thing you would do at AMC to
insure the success of this effort?

A: Dont get hung up on the grade levels within the PMOs. PMs
must entice the brightest and motivated personnel to meet the
challenges and compensate them accordingly. The quickest way to
demoralize the organizations is to impact the current structure,

Q: Do you have any parting comments?

A: Having had the advantage of serving in a PEO for five years, in
addition to having served in PM shops (13 and 5 years, respectively),
I must emphasize empowerment. The PM develops and executes his
mission and must be held accountable. Maintain surveillance with-
out dictating. Personnel resources are the least cost to the program,
therefore short-changing the staff is counter productive.

March-April 1997
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AMC PROJECT/PRODUCT MANAGERS
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Figure 2.

SOLDIER  SMOKE/OBS  SANG DE
SOLDIER SPT NBC DEF AUTO TEST SPT SYS
TEMOD/CALSETS
UGV (USMC)
Figure 1.
(IL&E):;

« Deputy Chief of Staff (DCS) for Person-
nel;

* DCS for Operations and Plans;

* DCS for Logistics,

« The Director of Information Systems
for Command, Control, Communications
and Computers;

* The Director, Program Analysis and
Evaluation; and

+ The General Counsel.

The AMC PMO Transition Team'’s scope of
effort covers all aspects of the transition in-
cluding physical moves, spaces, Pentagon
representation, POM execution, budget and
appropriations, transfer authority to include
actual dates, method of execution, military
and civilian personnel actions, and any
other matters to insure that the transfer is
completed by the designated Oct, 1, 1997
date, and that it is as seamless as possible for
the transferring PMOs,

A General Officer Steering Committee
(GOSC), chaired by AMC's Principal Deputy
for Acquisition, Dale Adams, was formed to
provide management oversight to the PMO
Transition Team. The membership of the
GOSC includes Deputies for Systems Acqui-
sition (or appropriate substitutions pending

March-April 1997
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AMC PROJECT/PRODUCT MANAGERS
1 OCTOBER 1997 ORGANIZATION
WITH HQ DA PEO/PM REDESIGN TRANSFERS ADDED
2}.?‘.5'33';" e TRADE TAWS DC & ARMY TRANS SYS
CH-A47 GeTs CE/MHE DSCS INSTALLATION
AIR TRAFFIC CONTROL Sg;ss M113/M60 FOV IM & T PENT RENOV
“.:?gs TS LAV (USMC) DC & ARMY SWITCH SYS
CATT MORTARS SMALL COMPUTER
TEMOD/CALSETS SMALL ARMS
UGV (USMC) - DEF DATA NETWORKS
SPO-A202 - PETRO & WATER LOG MOBILE ELEC POWER
COBRA > CBT MOB SYS > GPS
> KIOWA WARRIOR > BREACHER > ] TAC AREA COMM SYS
> UTILITY HEL > HVY ASLT BRIDGE > COMM MGMT SYS
» MIPM/SRAW m > HERCULES > DSCS TERMINALS
> NLOS-CA > M,C & DEMOLITIONS > FIREFINDER
> STINGER BLK 1 > PALADIN > INFO WARFARE
L > LIGHT TAC VEH
FORCEPROVIDER > HEAVY TAC VEH PEO STAMIS ORG & PMs
(0/A JUN 98)
> PMs TO BE .
TRANSFERRED SMOKE SANG 2.75ROCKET
TO AMC NBC DEF (OJA JUNE 97)
Figure 3.
the assignment of the new BGs) from pose Individual Munitions/Short Range As- Conclusion

CECOM, MICOM, and TACOM; the Deputy to
the Commanding General of ATCOM; HQ
AMC'’s Deputy Chiefs of Staff for Personnel,
RD&A, and Resource Management; the
Deputy Assistant Secretary for Plans, Pro-
grams and Policy: the Deputy for Systems
Management and International Cooperation;
and PEOs/deputies from the affected offices.

AMC As Of Sept. 30, 1996

AMC's structure on Sept. 30, 1996 was
comprised of 32 Army ACAT II/IIl and two
Marine Corps programs with board selected
program managers within the seven subor-
dinate commands. (See Figure 1.) As a result
of the Information Management Functional
Area Analysis (IM FAA), on Oct. 1, 1996, a
total of seven ACAT III PMOs were trans-
ferred from Information Systems Command
(ISC) to AMC-CECOM, increasing AMC’s
ACAT IIT PMOs to 39. (See Figure 2.)

PEO PM Transfers

As a result of actions starting in early
CY97 and continuing through the end of
FY97,there will be 19 PEO product and pro-
ject offices transferred to AMC. Transferring
into ATCOM/MICOM (AMCOM) from PEO,
Aviation are Kiowa Warrior and Utility Heli-
| copter. Stinger (Block-I), Non-Line of Sight -
Combined Arms (NLOS-CA), and Multipur-
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sault Weapon (MIPM/SRAW) will also be
transferred to AMCOM from PEO, Tactical
Missiles. These five program offices and the
ATCOM/MICOM merger, will increase the
AMCOM PM total from 12 to 17.

TACOM will receive the Heavy and Light
Tactical Vehicles PMOs from PEO, Tactical
Wheeled Vehicles, and Combat Mobility Sys-
tems (with the Hercules, the Heavy Assault
Bridge, and Breacher), Mines, Countermine
and Demolitions, and the Paladin offices
from PEO, Ground Combat Support Sys-
tems. TACOM's organization will grow from
six to 14 ACAT II/III PM offices.

CECOM will receive Firefinder and Infor-
mation Warfare from PEO, Intelligence, Elec-
tronic Warfare and Sensors, and Global Posi-
tioning System (GPS), Joint Tactical Area
Communication System (JTACS), Communi-
cation Management System (CMS), and the
Defense Satellite Communication System-
Terminals (DSCS Terminal) from PEO, Com-
mand, Control and Communications Sys-
tems (C3S). CECOM will grow to a total of
13 PMOs in FY97. Additionally, in FY98,
CECOM is scheduled to receive the former
PEO STAMIS organization and its project of-
fices. At the completion of FY98, CECOM
will have grown to a total of 14 PMOs and
AMC will have grown to a total of 59 ACAT
11/111 PM Offices. (See Figure 3.)

The transfer of PM Offices into AMC not
only supports the goals of the Secretary of
Defense as it pertains to force reduction and
acquisition reform, but re-establishes AMC
as a major (integral) player in the systems
acquisition and development process. AMC
is dedicated and committed to fulfilling this
mission.

LTC(P) LEON A. PARKER Il is a
systems integration officer at Head-
quarters, AMC, Research, Develop-
ment and Acquisition, Program
Management Office. He holds a
B.S. degree in mathematics from
Morgan State University, Baltinore,
MD, where be was a distinguished
military graduate. Parker is a
graduate of lhe Systems Automa-
tion Course, Command and Gen-
eral Staff College, and the Program
Management Course, Defense Sys-
tems Management College and is a
member of the Acquisition Corps.
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Introduction

Do it once, do it right, do it straight to
EMD. That summarizes the Army’s new
Fast Track Science and Technology (S&T)
Initiative to accelerate the transition of
high-value, high-priority technology di-
rectly to the engineering, manufacturing
and development (EMD) phase of systems
acquisition. Consistent with the Army’s
and DOD’s thrusts on tailoring the acquisi-
tion process, Fast Track provides the mech-
anism for streamlining the introduction of
new technology into Army systems. Using
the Fast Track approach also further mini-
mizes the time required to satisfy the

FAST TRACK
INITIATIVE

Do It Once, Do It Right,

Do It Straight to EMD!

By Dr. A. Fenner Milton and
LTC(P) Stephen V. Reeves

Army’s warfighting requirements. The Fast
Track Initiative accomplishes these goals
by precluding the need for the Program
Definition and Risk Reduction phase (mile-
stone I) of systems acquisition (formerly
called the Dem Val phase) and by transi-
tioning directly to EMD technology that
has been demonstrated in a robust Ad-
vanced Technology Demonstration (ATD).

Why Fast Track?

The ultimate goal of the Army Science
and Technology Program is to provide the
warfighter the winning edge on the battle-
field. Closely linked with the Army Force
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Modernization Plan, the Science and Tech-
nology Program focuses on developing
critical capabilities which address future
warfighting needs, and delivering timely
and affordable technologies supporting the
upgrading of existing systems and the field-
ing of next generation and future systems.

But technology transition can present
challenges. Technology must be demon-
strated and risk retired before committing
the program to engineering and manufac-
turing development. ATDs and Advanced
Concept Technology Demonstrations
(ACTDs) provide the opportunities for
identifying and retiring program risk,
addressing affordability issues, and analyz-
ing the technology’s military worth prior
to transitioning the technology to systems
development.

Yet, as potential warfighting technolo-
gies emerge from basic and applied re-
search efforts, ready for demonstration, one
of two situations frequently arise. In the
first situation, the technology looks
promising, but it is unclear whether the
technology is needed in quantity. One so-
lution to this situation is a very robust
ACTD, including additional funding for
safety testing, larger quantities for evalua-
tion, and post demonstration support for
residual capabilities. This may be com-
bined with virtual prototyping, keeping
the technology at the ready for future ap-
plications. This approach permits the
warfighter to evaluate the technology's
military utility and decide if an EMD pro-
gram is justified.

In the second situation, the military
need is clear from the beginning and the
Army is committed to the application in
quantity, but it is unclear exactly how the
technology should be configured for the
application. This is where the Fast Track
process applies.

The Fast Track Process

The Fast Track process uses existing
Army organizations and structures and ap-
plies to selected high priority applications
of technology that are deemed moderate
risk and ready for a robust S&T demonstra-
tion. Fast Track advanced technology
demonstrations must have a reasonable
likelihood of being ready to transition di-
rectly from the science and technology
demonstration phase directly to Engineer-
ing and Manufacturing Development. Fi-
nally, the Army must be committed to the
application as identified by a Future Opera-
tional Capability Requirement, and funding
in the Program Objective Memorandum
(POM) that covers the entire program all
the way through production.

The Fast Track process begins with can-
didate technologies being approved as an
Army Advanced Technology Demonstra-
tion. New ATDs are first reviewed and rec-
ommended by Headquarters, U.S. Army
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Fast Track and the Warfighting Rapid
Acquisition Program or WRAP are dif-
ferent, but complementary programs.
(See accompanying figure.)

Fast Track begins with a demonstra-
tional moderate risk technology, recog-
nizing that post demonstration work is
required in engineering and manufac-
turing development to ensure the tech-
nology meets all operational require-
ments as well as producibility, afford-
ability and integrated logistics support

need of a Fast Track candidate is not
based on the results of a warfighting ex-
periment. From program initiation as
an S&T demonstration, the Army identi-
fies the program's priority and commits
the required resources, while coordi-
nating technical and operational test-
ing, integrated logistics support, and
transition planning to avoid duplication
of effort. In sum, Fast Track aligns tech-
nology demonstrations with the acqui-
sition process from the outset.

requirements. The determination of

FAST TRACK
OR WRAP?

The WRAP process begins at a later
stage with mature technology requir-
ing little or no engineering and manu-
facturing development. WRAP candi-
dates are generally the result of very
successful demonstrations that are
often part of an advanced warfighting
experiment, (AWE). After the technol-

ogy demonstration, TRADOC then eval-

vates the program for WRAP and deter-
mines if the technology is sufficiently
important to warfighting needs to tran-
sition the technology expeditiously to
production. WRAP helps fill the gap
between technology opportunity and
identifying the required resources for
procurement.

Both Fast Track and WRAP Programs
must be prioritized and fully sup-
ported by TRADOC. Together, Fast
Track and WRAP provide options for
flexible, tailored approaches to tech-
nology integration and transition
based on the systems size, risk, and
complexity.

FASTRA

« User Committed Up Front:
Wants in Quantity but is
uncertain about configuration

» User realizes importance of
technology after Warfighting
Experiment :

+ Moderate Risk Technology;

* Mature Technology; Little or

Acquisition and Resources Up Front

needs EMD after ATD No EMD |
* Preplanned: * Target of Opportunity: Very
- ASARC Resources from Successful Demo - Urgent
Outset  Need o
- IPT from initiation + TRADOC Prioritizes/ASARC
~ TRADOC Priority ~ Resources §
— Brings in ILS, Tech/Op » Fills 2 year void between
Testing, “ilities” etc Senior Leadership Decision to
planning from outset Procure and POM | :

Aligns Technology Initiatives with l

Fills Gap Between Technology
Opportunity and Required Resources
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Training and Doctrine Command
(TRADOC) and the materiel developer’s
major command, and are approved by the
Army Science and Technology Working
Group (ASTWG). The ASTWG is co-chaired
by the Deputy Assistant Secretary for Re-
search and Technology and the Assistant
Deputy Chief of Staff for Operations and
Plans (Force Development).

Once the ATD is approved by the
ASTWG, and recommended as a Fast Track
candidate, a Milestone 0 decision review
body is convened. The review is performed
by an Army Systems Acquisitions Review
Council (ASARC) or In Process Review (IPR)
as appropriate for the Acquisition Category
of the program. The Milestone 0 decision re-
view body evaluates the priority of the re-
quirement and the maturity of the technol-
ogy to determine if the candidate system
warrants accelerated acquisition and full
funding in the POM all the way through pro-
duction. Recommendations of the review
body are presented to the Milestone Deci-
sion Authority (MDA) for approval. The
MDA is then asked to approve the Advance
Technology Demonstration Plan, exit crite-
ria, and the resources required to execute
the entire program. The MDA also assigns a
program executive officer or project man-
ager (PEO/PM) to support the ATD manager.
(See Figure 1 on page 6.)

Once the ATD is approved as a Fast
Track Program, the ATD manager estab-
lishes an Integrated Product Team (IPT), in-
cluding representatives from the combat
developer and the TRADOC systems man-
ager, technical and operational testers, and
the gaining PEO or PM. This IPT addresses
technical and operational testing, inte-
grated logistics support issues, pre-planned
product improvements, horizontal technol-
ogy integration, affordability (including
cost as an independent variable) and transi-
tion planning issues.

Concurrent with this IPT, the proponent
combat developer establishes a multi-disci-
plinary Integrated Concepts Team (ICT).
Initially, this ICT prepares the Mission
Needs Statement presented to the Mile-
stone 0 decision review body. By partici-
pating in the Advanced Technology Demon-
stration, the ICT gains insights and a better
understanding of the “art of the possible”
This provides the basis for refining and fi-
nalizing requirements and developing sys-
tem performance objectives and thresholds
in an Operational Requirements Document
which need not be finalized until the be-
ginning of EMD.

The post-Milestone 0 Science and Tech-
nology Phase continues for approximately
one year beyond the conclusion of the Fast

Army RD&A 7
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Track technology demonstration. This pe-
riod is used to complete any risk reduction
initiatives and to transition program man-
agement from the ATD manager to the
PEO/PM. (See Figure 2.)

At the conclusion of this phase, a Mile-
stone I/l decision review forum is held.
The Milestone I/11 decision review body
determines if the results of the S&T phase
warrant program continuation directly
into engineering and manufacturing devel-
opment. Their recommendations are pre-
pared and forwarded for review and
approval by the MDA. Once approved, the
program follows normal life-cycle manage-
ment requirements for Milestone I11
approval.

So What?

The Fast Track Initiative recognizes that
most technology is not sufficiently robust
to transition directly from the technology

8 Army RD&A

base to production. EMD is required to en-
sure the system meets producibility, afford-
ability and operational requirements. How-
ever, if the S&T phase is sufficiently robust
there is no need for the post milestone I
program definition and risk reduction
phase. Currently, the Future Scout and Cav-
alry Vehicle and Guided Multiple Launch
Rocket System are pilot programs for the
Fast Track approach.

So what? Fast Track offers significant ad-
vantages over more traditional technology
transition approaches. Fast Track con-
tributes to program stability by committing
required program resources from the out-
set. Fast Track reduces overall costs by re-
tiring risks early, thus permitting more sta-
ble requirements, and precluding the need
for Milestone I activities. Most importantly,
Fast Track results in a shorter overall acqui-
sition cycle getting winning technology to
the warfighter faster.

DR. A. FENNER MILTON is the
Deputy Assistant Secretary for Re-
search and Technology, Office of the
Assistant Secretary of the Army (Re-
search Development and Acquisi-
tion). He holds a Ph.D. in applied
physics from Harvard University.

LTC(P) STEPHEN V. REEVES is
the Director of Science and Tech-
nology Integration, Office of the
Assistant Secretary of the Army
(Research Development and Acquii-
sition). He bolds an M.S. in ad-
minstration from Central Michigan
University, and an M.S. in national
resource strategy from the Indus-
trial College of the Armed Forces.
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TACOM MISSION OVERVIEW

Introduction

“If it requires mobility or firepower—it’s
ours,” say proud members of the U.S. Army
Tank-automotive and Armaments Com-
mand (TACOM) in briefly summarizing the
scope of TACOM's myriad missions.

More precisely, to support the Army's
readiness, the TACOM mission is to research,
develop, field and support ground mobility
and armament systems through their total
life cycles—this includes all combat and tac-
tical vehicles, trailers, construction equip-
ment, materiel handling equipment, tactical
bridges, fuel and water distribution equip-
ment, sets, kits and outfits, shop equipment,
chemical defense equipment, howitzers,
large-caliber guns, mortars, rifles, machine
guns, handguns, aircraft armament, demoli-
tions and explosives.

Future Oriented

A major subordinate command of the
Army Materiel Command, TACOM is “Com-
mitted to Excellence” in the total-force en-
deavor of taking America's Army into the
21st century. To help ensure the Army is a
properly equipped, strategic force capable
of power projection and decisive victory,
TACOM’s vision is to be the world leader in
development, acquisition and support of
mobility and armament systems,

TACOM is big business—consisting of
more than 9,000 military and civilian pro-
fessionals, stewarding FY96 resources of
some $5 billion, $3.8 billion in contracts;
managing 39,261 items; filling 800,000
requisitions a year; working on 10 Ad-
vanced Technology Demonstrations, and
maintaining daily interactions with both
customers and suppliers worldwide,
TACOM compares with a Fortune 500 top-
10 concern.

Consistent with the business framework,
TACOM is composed of 10 subordinate busi-
ness organizations. They are partnered with
Army program executive officers (PEOSs) in
relationships tailored to efficiently and ef-
fectively provide the best total life cycle
(from the drawing board stage to the gates
of the disposal yard) management of mobil-
ity and armament systems.

Equipment Management

In a product/functional area teaming
matrix, 21 percent of the TACOM force
works in support of PEO elements dedi-
cated to intensely managed, high profile
and emerging combat and tactical vehicles
and armament systems. This includes the
Abrams M1-Series Tanks, Bradley Fighting
Vehicles, the new Family of Medium Tacti-
cal Vehicles, the HMMWYV and the Paladin
and Crusader ficld artillery systems.

Legacy systems such as the M113 Ar-
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mored Personnel Carrier, M9 Armored
Combat Earthmover and M60 Tank families
of vehicles, along with trucks, trailers, con-
struction and materiel-handling equip-
ment, and a number of allied security
assistance programs are managed within
TACOM's and the Army’s newest project
manager, PM, Tank Automotive Weapon Sys-
tems. Another TACOM business organiza-
tion is dedicated to the U.S. Marine Corps
Light Armored Vehicle Program.

In addition, 4,666 major and 34,595 sec-
ondary items are managed by readiness/
sustainment-oriented elements at two busi-
ness centers. For mobility systems, this is
accomplished in the Integrated Materiel
Management Center, located at the Detroit
Arsenal in Warren, MI. For armament and
chemical items, the center involved is the
Armament and Chemical Acquisition and
Logistics Agency (ACALA), located at Rock
Island Arsenal, IL. Together, the life cycle-
oriented TACOM/PEO team fulfills sig-
nificant portions of the Army Materiel
Command’s three core competencies:

* Technology generation and applica-
tion;

* Acquisition excellence; and

* Logistics power projection.

As a system evolves through its life cycle,
so does the competency being empha-
sized—early on in the life cycle, the strong
emphasis is on R&D. Later, acquisition be-
comes the focal point. The emphasis may
change, but to some degree, all three com-
petencies are exercised throughout.

Technology Generation

Given the current and probable future
reduced force structure, technology, and
the modernization it allows, is a force mul-
tiplier that is increasingly critical for deci-
sive victory and other Army mission ac-
complishments.

TACOM has two Presidential Quality
Award-winning business centers dedicated
to this vital core competency. Collocated
with command headquarters at the Detroit
Arsenal in Warren, MI, is the Tank-Automo-
tive Research, Development and Engineer-
ing Center (TARDEC).

Winner of the President’s Quality Award
in 1995, TARDEC, comprised of some 1,100
professionals, is the leader in military

ground vehicle technologies. TARDEC's sci-
ence and technology strategy is to achieve
Force XXI goals by emphasizing efforts to:

» Lighten the force by using equipment
incorporating composites, ceramics and
other non-armor survivability technologies.

» Digitize intra-vehicular electronics,
power management—use smart weapons
and automated crew functions.

* Deploy robotics, electric vehicles,
lightweight structures and smaller crews.

* Leverage collaborative advanced auto-
motive technologies to meet the dual
needs of military customers and commer-
cial industry.

TACOM’s Armament Research, Develop-
ment and Engineering Center (ARDEC),
comprised of 3,800 professionals, is
located at Picatinny Arsenal, NJ. Winner of a
Presidential Quality Award in 1996, ARDEC
focuses on integrating cutting edge tech-
nologies into combat systems such as
medium caliber guns, fire control systems
and munitions.

ARDEC’s science and technology strat-
egy is to provide Force XXI with rapid, dig-
itized firepower to dominate maneuver.
Among its highest priorities, ARDEC seeks
to improve soldier lethality, reduce the load
especially for light forces, improve ammu-
nition resupply and produce innovation in
the areas of smart weapons and less-than-
lethal weapons.

Bringing mobility and firepower research
elements under “‘one roof” creates synergy.
Among the programs/endeavors benefited
by the coupling are: Composite Armor Vehi-
cle, Hit Avoidance, Intelligent Minefield and
Precision Guided Mortar Munitions.
TACOM's RD&E efforts are at the heart of
the Army's reshape concept, Force XXI.

Unique Capabilities

TACOM’s RD&E resources are unique,
world-class. The Department of Defense
Research and Engineering Laboratory
Study identified three of TARDEC’s unique,
“national-treasure” capabilities—the Crew-
station Turret Motion Base Simulator; En-
gine Test Cell #9's Full Load Cooling Test
Facility, and the Bridge Load Frame.

The Chassis and Running Gear Labo-
ratory exploits advanced composite mate-
rials and technologies to improve mobility
for future vehicles. Several robotics initia-
tives are leveraging technology and con-
ducting cooperative research to achieve su-
perhuman performance and intelligence in
mechanical systems.

The Electric Armaments Research Cen-
ter has a 52 megajoule capacitor-based
power source—the world’s largest to be
dedicated solely to the electric gun.

The Advanced Materials Laboratory
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will meet the lightweight composite struc-
ture demands for all vehicles in the future.
And, in the Vebicle Survivability Labora-
tory, new and revolutionary materials,
techniques and unconventional technolo-
gies are being exploited to achieve near
invisibility despite sophisticated surveil-
lance technologies and techniques.

The new Advanced Warbead Develof-
ment Facility will be used to test shaped-
charge and other anti-armor warheads and
missiles.This facility, as well as a unique En-
ergetic Materials Facility, are designed to
be environmentally safe.

The Vehicle Electroinics (Vetronics)
Laboratory develops and leverages tech-
nologies to reduce the number, size and
weight of components, enhance communi-
cations and conserve resources.

The Simulation and Virtual Prototyp-
ing Laboratory continuously improves our
virtual reality and design capabilities.

The command also includes a state-of-
the-art supercomputer facility, which in-
cludes a Cray II Supercomputer, used as a
DOD-shared, high-performance computing
site and in the design and development of
armored vehicles. It permits scientists and
engineers to conduct an advanced range of
highly realistic simulations, including those
designed to study warhead and projectile ef-
fects on armor; and others related to terrain
effects on mobility systems. The facility has
been used in numerous endeavors involving
the private and academic sectors.

Acquisition

Challenges in the procurement arena
are nothing new to TACOM. Yet, budgetary
constraints, frequency and speed of de-
ployments and the radically reduced force
have brought the Army challenges that
TACOM acquisition elements are wrestling
to overcome,

The command adopted a three-pronged
streamlining strategy:

= Eliminate non-value added require-
ments such as MILSPECs and contract data
requirement items;

* Reduce administrative and produc-
tion lead times; and

« Eliminate roadblocks to sound busi-
ness practice.
Then the command focused on initiatives
to achieve significant and measurable con-
tinuous improvements—results. Areas suc-
cessfully worked include:

Partnering/Teaming—The command
entered into formal partnering agreements
and has teaming arrangements with seven
major contractors—AM General, Goodyear,
UDLP, Texas Instruments, Textron, Trak
International and Caterpillar. This initiative
immediately reduced the number of con-
flicts and contributed to closer coopera-
tion on other initiatives.

Contract Consolidation—By writing
fewer contracts (29,000 rather than
38,000) which cover more items for longer
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periods of time and by using requirements
contracts and contract options, TACOM
estimates that costs have been reduced by
15 percent. In FY95 TACOM spent 43 per-
cent of its spare parts’ dollars on long term
contracts. The percentage increased to 50
percent in FY96.

Streamlining of Requirements—By
using a “value added yardstick” and ques-
tioning the individual contextual need for
application/inclusion of MILSPECs and
other government-unique requirements,
TACOM has improved coordination and co-
operation with industry at the same time it
saved millions of dollars. A sampling of 10
recent solicitations indicated reductions
ranging from 50 to 85 percent in MILSPEC
and data requirements. The projected, esti-
mated savings are substantial.

Of the more than 5,000 MILSPECS
TACOM was responsible for, 565 have been
canceled, 1,395 have been inactivated for
procurement of new items, 80 have been
converted to performance specifications
and 141 have been converted to commer-
cial-item descriptions, since 1994,

Best Value Contracting—By institu-
tionalizing proven best practices, TACOM
has consistently cut proposal-to-award time
by 60 to 90 days; reduced involved man-
power by about 50 percent, and chalked up
estimated savings of $1 million per year.
Proven best practices include resource lim-
iting criteria, better proposal instructions
and disciplining the evaluation process.

Direct Vendor Delivery and Elec-
tronic Data Interchange—Using modern
electronic technology, starting with the
supply of tires and having a goal of expand-
ing to include additional high volume
items, TACOM has electronically ordered
and shipped direct from vendor to using
unit approximately 136,000 tires. This pro-
gram has reduced on-hand tire inventories
by more than 50 percent and production
lead time to about a month.

TACOM is continuously working on
these and additional reforms too numerous
to describe here. In addition to millions of
dollars in cost avoidance, TACOM has
already reduced administrative and pro-
duction lead time by 41 percent since
FY90 and fully expects to bring that to 50
percent within the next year. As testimony
to TACOM’s acquisition excellence, com-
mand elements and individuals at TACOM-
Warren, TACOM-ACALA and TACOM ARDEC
have recently won Vice President Gore's
Hammer Awards.

Lead time is a pipeline issue, directly
and immediately affecting unit readiness
and deployability. It is, therefore, logical at
this juncture to shift into the third TACOM
core competency, which is primarily stew-
arded by the Integrated Materiel Manage-
ment, the Program Manager Tank Automo-
tive Weapon Systems, and the Armament
Chemical, Acquisition and Logistics Activity
business centers.

Logistics Power Projection

In a nutshell, TACOM performs inte-
grated, streamlined and synchronized man-
agement of logistics systems to ensure that
the soldier in the field has the equipment,
spare parts and technical knowledge to
fight and win worldwide; and to succeed in
a wide variety of operations other than war
that the nation’s leaders deem Army partic-
ipation is in the national interest.

Over the past several years, TACOM pro-
vided logistical support for soldiers in Oper-
ations Just Cause (Panama), Desert Shield
and Storm (Southwest Asia), Restore Hope
(Somalia), Uphold Democracy (Haiti); and in
disaster relief (Hurricane Andrew, Florida).

At this writing, TACOMers of a wide vari-
ety of professional disciplines, including lo-
gisticians and readiness personnel, using
resources they can control worldwide, are
hard at work ensuring the success of Amer-
ican field units involved with Bosnia. In
addition to keeping the American fleet
rolling in Bosnia, TACOM employees
tailored the effort to overcome special
weather and terrain issues and to provide
enhanced countermine capability and bal-
listic protection.

Overall, TACOM manages and supports
1,156 Army reportable Line Item Numbers
(LINs); and 40 percent of the readiness
reportable LINs that TACOM’s parent orga-
nization, the Army Materiel Command, is
responsible to support.

Conclusion

TACOM traces its roots back to the pre-
World War IT day when President Franklin
D. Roosevelt ordered a tank plant be built
on the Detroit Arsenal and start producing
tanks ASAP. The first tanks rolled off the
lines long before construction crews fin-
ished building the walls.

The times and technologies have
changed and will continue to change. For
more than six decades there have been
buildups, build downs, RIFs, reorganiza-
tions, boom times and bust. That old plant
is going through the BRAC process and
TACOM will have shrunk from some
12,000 people in 1990 to about 7,000 10
years later. But, there will be a TACOM, a
strong-willed TACOM. And TACOMers will
still proudly give the Army its commitment
to excellence.
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SINGLE PROCESS

INITIATIVE

AND THE ARMY

Makih'ngood

Introduction

The Single Process Initiative (SPI) is a key
component of Department of Defense
(DOD) acquisition reform initiatives. It is
significant in that it is a primary means of
helping DOD move toward performance-
based contracting which allows industry to
use best practices and commercial
processes in lieu of military standards and
specifications. The implementation of com-
mon processes at a contractor’s facility re-
quires the joint efforts of industry, the De-
fense Contract Management Command
(DCMC), the Defense Contract Audit Agency
(DCAA), program executive officers/pro-
gram managers (PEO/PM), buying com-
mands, and other Defense acquisition orga-
nizations that award contracts to industry.

With issuance of the “Perry Memo,” on
Specifications and Standards, dated June 29,
1994, the Department of Defense began to
focus on specifications and standards re-
form as a major part of the acquisition re-
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form initiatives, However, eliminating mili-
tary specifications and standards and devel-
oping performance specifications, as well as
other aspects of specifications and stan-
dards reform were all focused primarily on
new acquisitions. The benefits of specs and
standards reform could not be fully realized
until action was taken to address the hun-
dreds of existing contracts which still in-
clude provisions for compliance with mili-
tary specs and standards, often with multi-
ple, burdensome requirements for similar
processes at each contractor facility.

A major problem with many existing con-
tracts is that buying activities within the Ser-
vices and other government agencies, have
individually imposed different requirements
for similar manufacturing and management
processes. The result has been increased
costs, burdens in contract management and
administration, multiple, redundant, overlap-
ping and/or non-value added requirements.
The solution to this problem is to allow con-

The objective of the
Single Process Initiative
is to allow contractors
to use best
commercial practices
and in so doing,
eliminate multiple,
redundant, and
non-value added
requirements.
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tractors to adopt, on a facility-wide basis,
common processes and commercial prac-
tices capable of meeting each customer’s re-
quirements. The objective of the Single
Process Initiative is to allow contractors to
use best commercial practices and in so
doing, eliminate multiple, redundant, and
non-value added requirements. The result
will be reduced costs.

Block Change Process

On Dec. 6, 1995, the Secretary of De-
fense, Dr. William Perry, expanded his 1994
memorandum and directed that block
changes to the management and manufac-
turing requirements of existing contracts be
made on a facility-wide basis, to unify man-
agement and manufacturing requirements
within a facility, wherever such changes are
technically acceptable to the government.
The Under Secretary of Defense for Acquisi-
tion and Technology was charged with issu-
ing additional guidance necessary to re-
place government-unique requirements in
existing contracts with uniform require-
ments within the contractor’s facilities. This
was followed by a memorandum on Dec. 8,
1995, by Under Secretary of Defense (Acqui-
sition and Technology) (USD(A&T) Dr. Paul
Kaminski. This memorandum directed the
use of an expedited, streamlined approach
to evaluating contractors’ proposals for sin-
gle processes. The memo generally defined
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Figure 1.
The 120-day block change process.

the roles and responsibilities for the SPI and
outlined a 120-day process for accomplish-
ing block changes to existing contracts. It
further gave the Defense Contract Manage-
ment Command administrative contracting
officers the authority to execute class modi-
fications to implement these processes (see
Figure 1).

Later in December 1995, the Assistant
Secretary of the Army for Research, Devel-
opment and Acquisition (ASA(RDA)) pro-
vided early implementing guidance for
Army activities. It described the establish-
ment and responsibilities of an Army com-
ponent team leader tasked with coordinat-
ing the evaluation of contractor single
process proposals and block changes with
Army customers. The Deputy Assistant Sec-
retary of the Army, Procurement (DASA(P))
was identified as the focal point for Army
participation in the process.

In January 1996, the Army became pro-
actively involved in the Single Process Initia-
tive by moving forward to identify the
Army’s Top 30 program candidates to partic-
ipate in this initiative (see Figure 2). Some
of the 30 contractors were already involved
in reinvention lab activities which provided
them an even greater opportunity to partici-
pate in the SPl. With the identification of
the Top 30 programs came the selection of
Army points of contact (POCs) for each pro-
gram or contractor. These POCs were

charged to learn all they could about the
Single Process Initiative and, in coordination
with DCMC, interface with our industry
partners to ensure that these significant
Army contractors were informed and en-
couraged to participate in the SPI Program.

To jump start the Army'’s involvement in
the initiative, DASA(P) Dr. Kenneth Oscar;
BG Harry Gatanas, Assistant Deputy for Sys-
tems Management and Horizontal Technol-
ogy Integration, Office of the ASAC(RDA); and
other key members of the DASA(P) staff em-
barked on an ambitious mission to visit as
many of the top 30 contractors as possible.
The purpose was to promote the Army’s in-
volvement in the program by meeting, per-
sonally, with government and industry offi-
cials at each facility.

SPI Implementation

Although the DCMC has been designated
as the lead government facilitator in imple-
menting plant-wide changes to common or
single processes, without the active partici-
pation of the Services, the Single Process
Initiative cannot move forward. The local
DCMC plant or area office has primary re-
sponsibility for administering the SPI
process at each contractor facility, The
forum to accomplish this is through a Man-
agement Council. The primary role of the
Management Council is to facilitate the re-
ceipt, evaluation and acceptance of concept
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ORIGINAL ARMY SINGLE PROCESS INITIATIVE

TOP 30 CONTRACTORS
CONTRACTOR PROGRAM ENGAGED DESIGNATED POC
IN PROGRAM
Raytheon Patriot Yes A.Q. Oldacre/Bill Smart
United Defense Bradley/Crusader/ Yes Charles Giufurta
Paladin
General Dynamics Abrams Yes Prince Young
Land Systems
Sikorsky Comanche/Blackhawk Yes Bud Bowersox
McDonnell Douglas Apache/Apache Longbow Yes Bud Bowersox
Helicopter Systems
Westinghouse Apache Longbow Yes Billy Bentley
Boeing Helicopier Comanche Yes Bud Bowersox
Lockheed-Martin Hellfire/Javelin Yes Billy Bentiey
Lockheed-Martin Stingray/ASAS/C2V/Ammo Yes
Hughes Missile Systems TOW Yes Billy Bentley
Texas Instruments 2d Gen Flir Yes Billy Bentley
Oshkosh Truck Corp HET Yes
Loral Vought ATACMS/MLRS/THAAD Yes Billy Bentley
T SINCGARS Yes Eric Stern
Olin Ammo Yes Walt Keller
Motorola JSTARS/GBCS/SATCOM Yes Michael Ryan
United Technologies MLRS/THAAD Yes Billy Bentley
Alliant Techsystems Paladin/Ammo/ Yes Charles Giufurta
s SADARM/Crusader
Rockwell International GPS Yes Eric Stern
Allied Signal Blackhawk /Comanche Yes Bud Bowersox
TRW BCIS/FAAD Yes Billy Bentley
GTE Circuit/Message Switch Yes
GMC-Allison Comanche Engine Yes Bud Bowersox
Harms Corporation MILSTAR Yes Mike Ryscamp
Alan Alper
Northrop-Grumman BAT Yes Billy Bentley
Northrop-Grumman IFTE Yes Mike Ryscamp
Alan Alper
Textron Defense Sys WAM Yes John A. Moore
GE Blackhawk Engine Yes Bud Bowersox
Teledyne Crusader Yes Charles Giufurta
GE SATCOM Yes Eric Stern
Figure 2.

papers which describe common processes
the contractor proposes to adopt on a facil-
ity-wide basis. The Management Council
consists of an SPI Service component team
leader, senior representatives from the local
DCMC office, the DCAA office, the contrac-
tor and representatives from customer orga-
nizations that have active contracts at that
facility.

The Army component team leader is a
major player in the process. The appoint-
ment to the role of the SPIArmy component
team leader necessitates a strong manage-
ment commitment to the implementation of
acquisition reform initiatives in general, and
to the success of the SPI in particular. The
responsibilities assumed in this role—as a
spokesperson for the Army—requires the
nomination of an individual who is:

* a senior official empowered to serve
the best interests of all Army customers in
this process;
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* willing and able to fulfill the commit-
ment of time and effort to attend Manage-
ment Council meetings and be directly in-
volved in SPI activities; and

* committed to dedicating effort in coor-
dinating SPI activities between all applica-
ble Army customers. In practice, Army com-
ponent team leaders have generally been se-
nior PEO/PM management officials or se-
nior management staff personnel from a
buying command.

Conclusion

By all accounts, the Army’s active partici-
pation in the Single Process Initiative makes
good business sense. The Army can point to
a number of SPI successes that have re-
sulted in the reduction of multiple
processes. The streamlined processes are
evident in the Raytheon success stories
which resulted in more than 884 contracts
being changed with a single modification.

The Army’s share in the savings was $1.5
million which went back into the Patriot
program. Another success story is with
Texas Instruments where 20 processes have
been modified. The United Defense Limited
Partnership (UDLP) has modified 11
processes resulting in significant cost avoid-
ance,

From a business perspective, the Army’s
interest in the SPI is to recognize it as a sig-
nificant tool in the acquisition reform “tool-
box” for saving money which can ultimately
be used for reinvestment in modernization
of processes. With these proven success sto-
ries and teamwork on the part of all in-
volved, we can move the Single Process Ini-
tiative beyond acquisition reform to a new
way of doing business. It is a win-win situa-
tion for both the government and contrac-
tors that we cannot afford to pass up.

BG HARRY D. GATANAS is the
Assistant Deputy for Systems Man-
agement and Horizontal Tech-
nology Integration, Office of the
Assistant Secretary of the Army
(Research, Development and Acqui-
sition). BG Gatanas graduated
Jfrom the City College of New York,
and from Wayne State University,
Detroit, MI. He is also a graduate of
the Project Management Course al
the Defense Systems Management
College, the Logistics Executive
Development Course, the Army
Command and General Staff
College, and the Army War College.

MARILYN HARRIS HARPE is the
Army Single Process Initiative
Program Coordinator. She is repon-
sible for development and imple-
mentation of all Army policy and
Guidance and is the Army’s primary
Jocal point for this initiative. A pro-
curement analyst with the Office of
the Deputy Assistant Secretary of the
Army (Procurement), she received
ber undergraduate degree from the
University of Missouri at Rolla and
ber master’s degree from the Univer-
sity of Oklaboma.
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A Symbiotic Relationship

Applying

velocity management,
the Army

logistics community
will measure

its performance
closely

in order

to continue

to improve

its support

to the commanders
in the field.
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By CPT Andrew C. Eger

und

On Jan. 20, 1995, then Deputy Chief of
Staff for Logistics (DCSLOG) LTG Johnnie E.
Wilson (now GEN and Commander, U.S.
Army Materiel Command (AMC)) appointed
MG Thomas W. Robison, then Commander,
U.S. Army Combined Arms Support Com-
mand (CASCOM) (now retired), as the exec-
utive agent for velocity management (VM).
MG Robert K. Guest is the current Comman-
der of CASCOM and VM Executive Agent.

Velocity Management

Velocity management is how the Army is
going to do its logistics business, both in
garrison and when deployed. The aim is to
get logistics support into the hands of the
soldier as fast as any first-rate commercial
firm, while providing a hedge against un-
foreseen interruptions in the logistics
pipeline. Implementation of VM is going to
assure outstanding performance by finding
and eliminating sources of delay and unde-

pendability in the Army’s logistic process.

Applying VM, the Army logistics commu-
nity will measure its performance closely in
order to continue to improve its support to
the commanders in the field. Ultimately VM
will result in reduced stockage real dollar
savings as the Army replaces logistics mass
with precision and speed. But the bottom-
line goal is to improve the effectiveness of
the logistics processes in sustaining mission
accomplishment.

A consortium of the senior logistics gen-
erals in the Army, known as the Velocity
Group (VG), meets quarterly to review and
discuss VM progress, issue guidance and pro-
vide direction for further VM initiatives. Fur-
thermore, GEN Ronald H. Griffith, Vice Chief
of Staff of the Army, issued a message of Mar.
22, 1996, directing the implementation of
velocity management at all installations.

The most recent VG meetings were held
on Feb. 9, 1996, Aug. 5, 1996, and Dec. 5,
1996. Participants included GEN Wilson;
LTG John G. Coburn, DCSLOG and former
Deputy Commanding General, AMC; MG
Robison; and MG Guest. The meetings
graphically illustrated the need for Army
Acquisition Corps (AAC) representation on
the VG in order to provide feedback and
direction to the AAC community regarding
their critical role in the long-term success of
VM. At the Dec. 5, 1996 VG meeting, LTG
Coburn stated, “The VG meeting is the most

important logistics meeting in the Army”

Process Improvement Teams

Currently, VM consists of four Process Im-
provement Teams. Each team has a Senior
Executive Service leader. The teams and
their leaders are:

* Order and Ship Time, headed by
Tom Edwards, Deputy Commander,
CASCOM;

* Stockage Determination, headed by
David Mills, Office of the DCSLOG;

* Repair Cycle Time, headed by
Wympy Pybus, Office of the DCSLOG; and

* Financial Processes, headed by
Ernest Gregory, HQDA, Office of the Assis-
tant Secretary of the Army (Financial Man-
agement and Comptroller).

The purpose of each team is to examine
in detail the subprocesses for their respec-
tive areas. Obviously, each of the three
major processes directly affect each other.
For example, the stockage level for an item
can directly impact the overall Order and
Ship Time for a requisition which will di-
rectly effect the awaiting parts time seg-
ment for a work order. Obviously, the finan-
cial process effects everything. In turn, each
of the four processes are heavily influenced
by integrated logistic support (ILS) planning
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and the provisioning process in a weapon
system’s life cycle development. During the
VG meeting, LTG Coburn commented that
“provisioning is broke," thereby underscor-
ing that this process must be improved.

Examples

Examples abound where aggressive,
sound, and in-depth ILS and provisioning
planning served to significantly reduce the
overall costs associated with extended life
cycle maintenance. However, there are an
equal number of examples, both very recent
and extended, where the system did not ad-
equately address ILS and provisioning is-
sues. The result was increased costs attrib-
uted to maintenance and reduced weapon
system availability.

The VM Repair Cycle Time Process
Improvement Team, in conjunction with the
RAND organization, is investigating several
areas related to the repair cycle that could
be directly improved through detailed plan-
ning throughout a weapon system's life
cycle. A report from RAND—Maturing
Weapon Systems for Improved Availability
ai Lower Costs, by John Dumond, Rick
Eden, Douglas Mclver, and Hyman Shulman,
1994—addresses the subject in detail. The
document is available by calling RAND’s dis-
tribution services at (310)451-7002.

Areas Addressed By Velocity
Management

Obviously, thorough life cycle planning
can influence numerous supportability
areas. A few of the areas addressed by VM
are listed below. The list is not all-inclusive
and serves only to highlight several areas.
The RAND report cited above includes a
table, titled “Acquisition Process with Matu-
ration Development,” which lists additional
areas to address in the acquisition process
for both new and fielded weapon systems.

Fault Diagnostics. As our weapon sys-
tems become increasingly complex, the
need for accurate and timely fault identifica-
tion becomes more acute. Incorrect or slow
fault identification causes increased stock-
age levels and extends the repair cycle time.
Two actions that could increase fault diag-
nostic performance are:

* The use of diagnostic test sets or "gold
cards” If a Line Replaceable Unit (LRU) or
circuit card has a high “no evidence of fail-
ure” (NEOF) rate then the availability of a di-
agnostic replacement would eliminate the
need to requisition the LRU/circuit card to
see if it was, in fact, faulty. The RAND report
indicates that the Apache helicopter has ex-
perienced NEOF rates as high as 30 percent
for some LRUs. Or, if a fault in a particular
LRU prevents testing subsequent LRUs, the
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availability of a diagnostic spare would facil-
itate requisitioning all of the faulty LRUs/cir-
cuit cards at once, instead of one at a time.

* [Increased use and development of
base shop test seis such as the turbine en-
gine diagnostic (TED) test set. TED allows
the repair facility to diagnose and identify
numerous faulty components at one time.
The design for a recently fielded system
provided for external use of a diagnostic
device. However, the device would have
increased the overall system cost. There-
fore, the PM elected not to include the di-
agnostic capability in the fielded system.
The result is that soldiers in the field are
using paper clips in an effort to connect
the external diagnostic system. The
weapon system is not available for a far
greater amount of time as a result of this
near-term, cost-saving measure.

While providing for diagnostic spares
and base shop test sets in weapon system
development may significantly increase a
weapon system'’s initial cash outlay, they
will provide far greater combined tangible
savings (reduced inventories) and intangi-
ble savings (increased weapon system
availability) over the entire useable life of
the system.

Parts provisioning. Planning for parts
provisioning includes many sub-areas and
can directly affect VM performance through
stockage levels, back order rates, and order
ship times. While we generally do a favor-
able job in identifying the initial require-
ments for the parts explosion process and
essentiality coding, the actual providing of
those initial stocks is frequently lacking.
Total package fielding should provide for
availability of the necessary stocks. Further-
more, parts that are initially, and correctly,
essentiality coded may not be an all-inclu-
sive list throughout the life of the system.

We need to conduct periodic reviews of
the essentiality codes for each weapon sys-
tem based on actual demand data. One pos-
sible aid in data collection efforts relating to
fielded system fault patterns and stockage
levels is for each PM to establish an e-mail
address to communicate with the field
maintainers. This may be an off-shoot of the
SMART program, but it will provide much
quicker feedback to the PM and increased
responsiveness to the field.

Increased contractor support. LTG
Coburn stated that “we should have contrac-
tor provided support for the first two years
of a new weapon system fielding.” This
would aid in identifying supportability is-
sues, as well as help in training Army main-
tainers. However, the contractor-provided
support contract must be carefully written.
Perhaps the best example of a recent suc-
cess story on contractor-provided support is

the GTE contract for Mobile Subscriber
Equipment. The GTE contract specifies
strict performance standards, and does not
provide for government-provided parts. As a
result, GTE maintains its own floats and gen-
erally provides a repaired or replaced item
in seven days or less. In contrast, a recent
less successful contractor-provided support
contract specifies only performance goals
and all parts are government-provided
equipment. There are no incentive or
penalty clauses for meeting or not meeting
the performance goal. The result is that the
supported items are generally repaired in
more than twice the time of the perfor-
mance goal. Also, by providing government-
furnished parts, we are directly linked to
their repair cycle time.

Design for component replacement.
Component replacement allows for in-
creased use of diagnostic spares or gold
cards. Furthermore, component replace-
ment is generally much faster than repairing
the component on the weapon system,
which will increase weapon system avail-
ability. A further benefit of a component re-
placement design is that weapon system up-
grades may be more easily implemented.

Conclusion

Just as the actions of each Process Im-
provement Team in the VM process affect
each other, the actions of each PM affect
VM. We can greatly influence and increase
weapon system supportability functions by
working together in a coordinated effort.
Based on comments made by members of
the Velocity Group at the meeting last Feb-
ruary, I believe that direct AAC representa-
tion on the Velocity Group is essential. Such
representation will provide direct feedback
to the AAC community, instant response to
AAC-related comments and questions, and
improve perceptions of AAC performance.

CPT ANDREW C. EGER is an
ordnance combat development
officer assigned to the Moderniza-
tion and Technology Directorate,
Fix Division, at CASCOM in Fort
Lee, VA. He currently works on the
Velocity Management program as
a full-time matrix augmentee.
Eger bholds a B.S. degree in
mechanical engineering from the
U.S. Military Academy, and bas
also completed the Materiel Acqui-
sition Management Course.
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THE WORLD’S

FIRST

21ST CENTURY

Introduction

An article titled, “The World’s First Infor-
mation Age Tank.” published in the Septem-
ber-October 1996 issue of Army RDE&EA
magazine, outlined the technical character-
istics and the warfighting value of the em-
bedded, digital weapon “system of systems”
as embodied in the M1A2 tank. By all mea-
sures, including objective operational and
technical tests and international competi-
tions, the M1A2 is and will remain the
world's premier direct fire, tactical weapon
system through the turn of the century. The
military value of the Abrams variant is that it
delivers never-before-seen capabilities in
fire control, navigation, diagnostics, vehicle
controls and command, control and com-
munications (C*) to clearly overmatch all
other armored systems. And, the M1A2 does
so at a weapon cost comparable to other
less sophisticated armored vehicles and
much less than comparably sophisticated
aircraft systems.

The purpose of this article is to outline
the warfighting and investment values of
the M1A2’s System Enhancement Package
(SEP) Program to the Army's warfighters
and acquisition managers and to highlight
the C? sub-system upon which the tank’s
capabilities as a sensor, as well as a
shooter, depend. At completion, the en-
hanced M1A2 will lay the foundation for
tomorrow’s “system of sensors” that will
enable 21st century warriors to move, ac-
quire, shoot, and communicate on the digi-
tal battlefield. For that reason, as much as
any other, the M1A2 with SEP should re-
main the Army's Force XXI land warfare
centerpiece. Its weapon system technical
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TANK

By LTC George Patten and
MAJ Craig Langhauser

architecture (WSTA) should be the bench-
mark for embedded acquisition/invest-
ment decisions.

System of Systems

The M1A2 now being fielded was built
upon the “system of systems” concept.
Founded upon the late 1980s version of the
WSTA, which requires commonality, flexi-
bility and modularity of digital hardware
and software architectures (Figure 1); this
concept enables each of the eight tank sub-
systems to be built as a separate system,; yet
optimize the collective tank system's perfor-
mance. However, the full “system of
systems” potential could not have been envi-
sioned at that time. Thus, as the M1A2
matured through development in the early
90s, more and more performance was ex-
pected of it. The additional capabilities and
functions exhausted available processing ca-
pability and memory and demonstrated the
need to be able to integrate software appli-
cations and functions more easily. The Force
XXI software is one set of those applications
where functions need to be integrated. Al-
though the basic digital architecture of the
M1A2 is valid, as evaluated by both the
Army’s Tank-automotive and Armaments
(TACOM) and Communications-Electronics
Commands (CECOM), it needed to be modi-
fied to achieve Force XXI requirements.

Together, the requirements for adding
faster processors, more memory and more
modular software formed the basis for initi-
ating the SEP Program so soon after com-
pletion of the M1A2 development program.
The warfighting goal—to improve the
M1A2's “own the night” capability—ensures
interoperability with other Force XXI C3

systems, and the ability to sustain the fight
in very high temperature environments.
The investment goal is to restore enough
growth capacity that technological ad-
vancements applied through 2000 would
not require significant reinvestment in
hardware modifications and add no more
than $1.4 million to the M1A2's production
price. This is an aggressive goal given that
the forward-looking infrared (FLIR) costs
nearly $1 million.

Note: The SEP program is not an MIA2
upgrade, but a package of modifications
to the baseline M1A2 to be infroduced col-
lectively into production in the third quar-
ter of 1999, and then retrofitted to previ-
ously produced MI1AZ2s beginning in 2002,
The SEP includes: upgrade computer
processors, add mass memory, change to
color displays, incorporate advanced sights
(Second Generation FLIR), introduce a new
C3 package (Force XXI command and con-
trol), and modify the architecture (Figure 2)
to comply with the Common Operating En-
vironment and Army Technical Architecture
standards. After integrating a new FLIR in
each sight, the predominant effort is soft-
ware-driven. Major hardware changes con-
centrate on modifying four M1A2 multi-
functional line replaceable units. The re-
mainder of the M1A2 and the hardware ar-
chitecture remains unchanged by SEP.

So what is this “system of sensors” the
MI1A2 secks to be? The computer driven
“system of systems” currently contains sen-
sors that reside within each of the tank’s
eight sub-systems and generate data shared
over the tank’s data and utility buses or local
area networks. These sensors include the
fire control optics, navigational gyro, engine
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control unit, and laser. As expected, the SEP
sensors will generate and deliver more data,
and the computers will rapidly generate and
update data used both internal to the tank
and external to other sensors and shooters
and commanders in the wide area network.

Today, only a limited set of available data
is used to create information for other sub-
systems and the crew. With the addition of
key sensor technologies and the means to
communicate the data, the M1A2 can fulfill
its role as both a shooter (primary role) and
a sensor (secondary role). This is a tremen-
dous warfighter enhancement for the re-
sources invested.

Tactical Internet

The most difficult technical challenge
will be to mature the C3 sub-system, the “tac-
tical internet” comprised of C? message
files/tables + modem/router + communica-
tions devices. Given that,the Army’s primary
emphasis has been on the tank’s C* sub-sys-
tem, IVIS (the inter-vehicular information
system), which warfighters have declared
the foundation of Army digitization and the
Army's C* community has decried as limited
in interoperability, performance, and growth
capability. It was the Army’s first—and re-
mains the only—functional, real time, ma-
neuver digital C*. However, its capability
was limited to the tank battalions with M1A2
and limited by the radio and modem/router
portions of the “tactical internet”

The difficult task ahead for the Army will
be the development of the complete end-to-
end “tactical internet” necessary to commu-
nicate among various sensors, shooters, and
commanders the vast array of digital infor-
mation. In addition to prescribing the stan-
dard format for the data to be transmitted
and received, the “tactical internet” must be
able to establish a network, route the data
properly in real time, and possess a large
enough “pipeline” to move real time data,

Concurrent with M1A2 production, the
Army funded the SEP Program to enhance
the tank’s digital WSTA and computer re-
sources. Thus, it could integrate the emerg-
ing Army Technical C3 Architecture (Figure
3) that attempts to define the “tactical inter-
net” This effort will facilitate incorporating
the tank’s C* sub-system into the Army’s
Force XX1 evolving “tactical internet” and en-
able digital data movement on a broad scale.

Advanced Technology Demos

Those technologies with the highest near
term performance pay-off to transform the
M1A2 into the “system of sensors” are cur-
rently being matured in the Target Acquisi-
tion (TA), Hit Avoidance (HA), and Crew-
man’s Associate (CA) Advanced Technology
Demonstration (ATD) programs. Within
these ATDs, the Army is maturing multi-func-
tion lasers, laser warning receivers, and ad-
vanced integrated displays that provide the
sensor interfaces (Figure 4).
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By 2000, the TA ATD, should prove the
viability and worth of new sensors and sen-
sor fusion algorithms in the automated de-
tection, identification and tracking of tar-
gets. The sensors currently being consid-
\ ered for the target acquisition suite include
upgrades to the current GEN II FLIR; a
multi-function laser device; and a millime-
ter wave radar (MMWR), The TA ATD will
also develop algorithms that automate tar-
get acquisition functions, thereby reducing
crew workload and speeding external in-
formation distribution to other vehicles or
SENSOrs.

The HA ATD will demonstrate an inte-
grated Defense system which provides top
attack/horizontal protection and situational
awareness for ground combat vehicles. To
achieve this, the ATD will develop a com-
mander’s decision aid to control electronic
‘ warfare sensors and countermeasures;
demonstrate Active Protection System (APS)
components such as active MMWR and mis-
siledaunched countermeasures; and develop
electronic warfare suite emulators.

The CA ATD will design and demonstrate
: crewstation concepts that increase crew
performance while decreasing their

18 Army RD&A

Figure 3.

M1A2 “System of Sensors”

Hit Avoidance ATD

4 Vehicle Integrated Defense System

* Top Attack Protection System (TAPS)
+ SSES(LWR, MWS)

Crewman’'s Associate ATD
+ Expert Diagnostics

4 MICAD ) + User ID/Data Card
4+ BCIS * Embedded Training
* Update DID

(Sensor Control and Display)
+ Loader's Display Unit and
Hand Control
+ Color Touch Panel
+ Helmet Mounted Display
+ Speech Recognition Module

Target Acquisition ATD Sensors
4 Multi Funetional LRF
4 Autotracker

4 Continuous MRS
4 Auto Boresight

4 CCD Day Channel
4 MTI Radar

Figure 4.

March-April 1997




workload even given the increasing array of
sensor data sources and volume. This ATD
focuses on using advanced soldier-machine-
interface, automation, ergonomic environ-
ment design, and sensors to achieve this
goal. The ATD will identify how the crew
can handle the significant increase in battle-
field data flow in Force XXI concepts that
can overwhelm the soldier’s ability to
process the ever-increasing data, and de-
grade his ability to use his vehicle. In a “sys-
tem of sensors” concept, this ATD becomes
critical as the utility of sensor-generated
data will continue to be limited if the crew-
man is required to do all the data manipula-
tion and distribution. These ATD technolo-
gies could be integrated on an M1A2 SEP
platform by 2006.

Impact On The Crew

Thus far, this article has only covered the
technical aspects of an Abrams tank with ad-
vanced technologies. What does this all
mean to the commander and the crewman
in the field?

First of all, the current tank crew organi-
zation and duties of tank commander, gun-
ner, loader, and driver could be redesigned
to maximize the technological advances.
With a compact autoloader loading ammuni-
tion at up to 14 rounds per minute and fit-
ting in the “wasted space” of the gun’s recoil
path, the senior crewman—the tank com-
mander—would move to the loader’s posi-
tion. His responsibilities would entail di-
recting and maneuvering the tank to the
battlefield and planning future maneuvers.
The “master gunner” (occupying the tradi-
tional tank commander’s position) would be
responsible for overseeing the process of
detecting, identifying and engaging targets.
The master gunner working in tandem with
the gunner, with no change in duties from
his traditional role, would alternate respon-
sibility for oversecing each target engage-
ment. The driver, with tactical displays at his
side, would be more of a pilot. He would
navigate the tank by following operational
graphics generated by the crew or exter-
nally by someone in the chain of command
and using computer-based terrain analysis
to choose routes and fighting positions.

Now, how would this crew fight on the
digitized battlefield of the 21st century?
Imagine yourself in a tank moving 50 kilo-
meters per hour cross country. The other
tanks in your platoon are over two kilome-
ters away to your flanks. Since your tank
carries ammunition capable of engaging tar-
gets out to eight kilometers in a beyond
line-of-sight mode, your battlespace is a
moving, 4 X 8kilometer bubble (excluding
the vertical dimension) with an extensive
network of data sources in your area of in-
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terest. Scout elements are five kilometers
ahead and in the sky 10 kilometers ahead
are circling unmanned aerial vehicles
(UAVs) continuing to distribute sensor data
to weapon systems within its radio range.

The UAV’s sensor-generated video is
broadcast into your tank. The video has an
intelligence overlay from the task force (TF)
intelligence officer. He indicates that the
UAV has found the lead combat recon patrol
of the advancing enemy. Based on this
timely information, the task force comman-
der issues fragmentary orders changing the
TF's axis of advance. The order rapidly
moves to your tank. Your platoon is to move
into position to block the enemy’s advance
while the rest of the battalion maneuvers to
a flank, all of which, the crew observes on
their displays automatically. Your tank is
right on the enemy’s expected route of
march. The tank commander directs the
master gunner to find a good fighting posi-
tion .5 kilometers ahead.

Once stationary, the master gunner and
gunner work on establishing their engage-
ment area. The digital map shows dead
space that cannot be engaged with a line-of-
sight munitions. Map overlay and sensor
sector scan image data are exchanged
within the platoon. The tanks adjust their
positions to reduce dead space in the pla-
toon’s sector. The platoon leader assembles
the finalized platoon fighting position, adds
target reference points to cover the pla-
toon’s dead space, and forwards the data to
the TF Tactical Operations Center (TOC).
The data received by the TOC are also avail-
able to various other sensors, weapons, and
commanders over the tactical internet, al-
lowing optimal “task allocation.”

The enemy is now six kilometers from
your position. The tank using its FLIRs, laser
radar, and MMWR scan your sector and de-
tect potential targets. The tank switches
from sector scan to target scan mode and
proceeds to start target identification pro-
cessing. The tank not only uses its onboard
digital data but gets data from the flank
tanks to build stereoptic target profiles. The
tank establishes a target queue for the mas-
ter gunner and the gunner to fight the tank
to target battle. As this occurs the APS de-
tects a laser beam projected on the turret.
The APS warns the crew via audio cues,
pops smoke in the quadrant with the laser
threat, and paints a laser spot 50 feet in front
of the tank. The threat laser beam riding
munition impacts the ground in front of the
tank. The tank commander monitors the en-
gagement reports generated by the tank and
okays them for forwarding to the platoon
leader, tracks the rest of the company/
team’s movement, and works on his own
maneuver plan. The driver monitors engage-

Enabling acquisition
managers to leverage
new commercial
technologies into
embedded weapon
systems clearly
enhances and optimizes
combat power.

ment progress, switches his tactical map to
terrain analysis mode to search and plan
supplementary and alternate fighting posi-
tions. Meanwhile, in the TOC. ..

Conclusion

Through this article and the previous
one, which was published in the November-
December 1996 issue of Army RD&A, we
have attempted to outline the synergistic
warfighting benefits of the embedded, dis-
tributed, computer-based M1A2 Abrams ar-
chitecture. Enabling acquisition managers
to leverage new commercial technologies
into embedded weapon systems clearly en-
hances and optimizes combat power. With
the improvements to computing power,
memory, and color displays undertaken in
the SEP, the M1A2 architecture remains the
backbone of the tank and the Army’s em-
bedded weapon system fleet; possessing the
needed capacity and versatility for the fore-
secable future at an affordable cost.

LTC GEORGE PATTEN is the
Product Manager of the M1A2
Abrams Tank System, and a distin-
guished military graduate of the
University of Texas at Austin. He
has been a member of the Army Ac-
quisition Corps since 1991,

MAJ CRAIG LANGHAUSER is the
Assistant Project Manager, Abrams
Tank Systems, Strategic Planning.
He holds a B.S. in engineering from
the U.S. Military Academy and an
M.S. in engineering mandagement
Jrom the University of Maryland.
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THE

MAINTENANCE

AND REPAIR

SUPPORT SYSTEM

A Body-Conformal

Information Support System

Introduction

Modern weapon systems continue to be
more and more dependent on rapidly-devel-
oping technological advances and, thus,
have become more and more dependent on
computer control and information process-
ing. Maintenance technicians use computers
for diagnostics and repair information, but
the computer is bulky and requires clean
hands that are free to use a keyboard or
mouse. In order to allow maintenance tech-
nicians to work unencumbered by their
computer, the concept of a multimedia,
wearable personal computer (PC), voice
controlled, was envisioned to free computer
users’ hands. Over the past few years, a num-
ber of different companies have addressed
this requirement with some success.

The Maintenance and Repair Support
System (MARSS), currently under research
and development, has been designed using
a top-down design methodology based on
an integration of the soldier’s needs. It is an
attempt to have the system conform to the
soldier’s needs, rather than having the sol-
dier conform to the system, which requires
more training. The Defense Advanced Re-
search Projects Agency (DARPA) has coined
the phrase “humionics” to describe this
process. Because of this integrated design
process, MARSS will not only meet the
Army’s future sustainment requirements—
such as test, fault isolation, repair proce-
dures, etc.—but will also be capable of
voice command, multimedia, and remote in-
formation access.

Components

The MARSS system concept is to develop
an open-architecture hardware and soft-
ware system housed in a body-conformal
maintenance aid. Because it uses a commer-

20 Army RD&EA

By Dr. Li Pi Su
and Charles Bosco

cially available PC central processing unit
(CPU), it will be compatible with existing
software. The MARSS is an integrated sys-
tem that consists of hardware components
and system interface software. The five
hardware components are:

* Head-mounted audio/visual subsystem;

= Central processor motherboard;

« Flat, flexible, and interchangeable bat-
tery pack;

* High-density, removable modular per-
sonal computer memory card international
association (PCMCIA) disks; and

* Radio frequency (RF) communications
devices.

Except for the audio/visual subsystem
headset, the components are distributed
two-dimensionally throughout an assault-
type vest.

The system interface software consists of
DOS- or Windows-compatible software.
These include Windows Operating System,
the user/weapon system interface software,
the Integrated Diagnostics and Repair Infor-
mation System (IDRIS) to coordinate all
MARSS functions, associated peripheral dri-
vers for wireless local area nertwork (LAN),
and VoiceLAN software for voice communi-
cations across wireless LANs.

The headset is the input and output de-
vice to the system and consists of a head-
mounted microphone, speaker, and a small
flat-panel electroluminescence display de-
veloped by Honeywell Inc. under a DARPA
program.

The central processor motherboard con-

sists of a Pentium-based, high-speed, upgrade-
able, very low power CPU, a peripheral com-
ponent interconnect bus architecture for en-
hanced performance, a 16- to 128-megabyte
RAM memory, and an internal hard drive.

The interchangeable battery package is
an 11.4 volt flat, flexible, nickel metal hy-
dride lithium dry cell battery that has a nine
amp-hour capacity (six hours of operation
without recharge, 1000 cycle life). A mobile
Triton chipset is packaged in the mother-
board to dynamically manage power con-
sumption and effectively allow performing
multiple system operational states.

There are six credit card-sized PCMCIA
slots that accept modular PCMCIA disks
which contain various instrumentation and
databases.

The RF communications devices are
commercial off-the-shelf (COTS) hardware
with controlling software to provide a 900
megahertz operating frequency and a one-
megabit-per-second data transfer rate allow-
ing ultra-fast data acquisition. Communica-
tions are available between several MARSS
users and between the MARSS user and the
weapon system. Test data from a MIL-STD-
1553 bus can be remotely accessed and re-
transmitted to the users.

The system interface software, IDRIS, is
an open-architecture, system-interface soft-
ware. It was developed by the Advanced
Technology Office (ATO), the U.S. Army
Test, Measurement, and Diagnostic Equip-
ment Activity (USATA), U.S. Army Missile
Command (MICOM), in December 1994, and
was reported on in the August 1995
AUTOTESTCON proceeding. The IDRIS con-
trols input and output devices, and six
PCMCIA plug-in cards, including instru-
mentation, interactive electronics technical
manuals, logistics, command, control, com-
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munication and information, application
data, and user data bases. The IDRIS requires
very minimal training and can be very easily
updated.

Technical Challenges

The MARSS concept is an integrated,
body-conformal information support system
for multipurpose use as an interoperable
platform for mobile operations. It will assist
soldiers, both trained and untrained, to re-
duce maintenance time and to increase op-
erational readiness. To accomplish this,
MARSS must be lightweight, body-con-
formable and comfortable. Many new con-
cepts and technologies have been devel-
oped and investigated during the MARSS de-
velopment. Extensive trade-off analyses
were performed to determine the optimal
designs and technologies. These included
the following critical elements of MARSS:
motherboard, electrical design, thermal
management, batteries and energy manage-
ment, vest design, wireless communications,
software interface system, VoiceLAN, and
system and ergonomic packaging.

The MARSS design requirements meet or
exceed those of the Army standard test
equipment and MARSS will perform at many
levels of the support infrastructure, i.e.,
maintenance, logistics, command, control,
communication, intelligence, medical, and
special operations. Since MARSS is very
portable, it can be operated at field sites, de-
pots, and within theater operations.

Benefits

The MARSS total weight is about 11.5
pounds and its volume is about 148 cubic
inches comfortably integrated with the
user’s body. The IDRIS controls multimedia
repair/replace instructions. Hands-free op-
eration will reduce the mean-time-to-repair
and training costs, resulting in increased ac-
curacy of maintenance and operational
readiness. The wireless LAN and VoiceLAN
frees the soldier from the unit under repair
and provides interaction with other mainte-
nance team members and the logistic data-
base. The wireless LAN and VoiceLAN, with
a global positioning system PCMCIA card,
will allow soldiers to track their position
and accurately locate weapon systems in
need of repair. The open architecture of the
system makes MARSS versatile, cost-effec-
tively upgradeable in both hardware and
software, and reduces life cycle costs. The
high energy density lithium dry cell battery
has a long operational life, is environmen-
tally safe, and does not pose a hazard.

Teammates and

Responsibilities
The MARSS concept was initiated by the
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The Maintenance and Repair
Support System.

ATO, USATA, MICOM and funded by the
Army’s Logistics Integration Agency. The
current full-scale program is funded by
DARPA. The U.S.Army Soldier Systems Com-
mand (SSCOM) is the program manager of
the DARPA contract with McDonnell Dou-
glas Aerospace Company-Huntsville, AL, the
prime contractor responsible for system de-
sign and integration. The SSCOM also pro-
vides vest design, human engineering and
DARPA liaison. The ATO provides technical
management and IDRIS development. The
ATO is also responsible for the MARSS tech-
nology insertion for maintenance. Honey-
well Inc, is developing the headset under
another DARPA contract.

Applications

The MARSS has been specifically designed
for use by military maintenance personnel;
however, it has the analogous application
for any commercial maintenance purposes,
such as commercial aircraft. Moreover, the
core of MARSS is a powerful, small-volume
PC comfortably integrated into a vest. With
the proper system interface software,
MARSS can contain medical information and
be used as a portable medical aid for emer-
gency medical situations. The MARSS can
also be used to integrate and display data
from diverse and distributed databases to
provide a real-time aggregated display for
decision making. A digitized terrain capabil-

ity is one possible application for opera-
tional commanders.

Conclusion

Consisting of a 486 computer with flexi-
ble board packaging, MARSS is the first inte-
gration of soldier and machine optimized for
maintenance. This initial effort was sup-
ported by the Army's Logistics Integration
Agency. The following are significant events
for the MARSS program:

» Successful completion and testing of
the first MARSS prototype in November
1995.

* Critical design review in February 1996,
which MARSS passed, exceeding many of the
targeted requirements.

* Participation in the battlelab warfight-
ing experiment during the spring of 1996.

* A MARSS demonstration as a feature
exhibition in the Continuous Acquisition Life-
cycle Support Expo, Oct. 2831, 1996.

* Adoption of MARSS by the Special Oper-
ation Forces to meet an information and
communication requirement.

« Investigation by McDonnell Douglas
Aerospace Company-Huntsville of F/A-18, C-
17 and commerdial aircraft applications for
MARSS.

* An advanced MARSS prototype, summer
1996.

In conclusion, a body-conformal informa-
tion support system concept has been suc-
cessfully demonstrated and every indication
is that the MARSS will be very beneficial for
both military and commercial applications.
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JANUARY 1, 2000 IS A SATURDAY
WHAT WILL YOU BE DOING?

EDITOR’S NOTE: The following article
was originally publisbed in the Winter
1996 issue of The Viewpoint, Volume VII,

Number 1.

Introduction

Digital technology is an integral part of
our society. This technology finds itself em-
bedded in systems that were previously
manual or mechanical. The digitization of
information presents a problem that not
only lurks in our future but is here now. As
we approach the next century, the prob-
lem’s presence and pervasiveness will be-
come increasingly clear and devastating.
Not only do our systems depend on digital
technology, but they depend on each other.
Their interdependence adds an extra di-
mension of complexity. The problem is“00.”

What am I talking about, you ask? In less
than 38 months, the IT industry will experi-
ence its first change in century since it
began. However, there is a slight problem
plaguing the industry. This problem has
several different names—Year 2000 Prob-
lem,Y2K Problem, Faulty Data Logic, Millen-
nium Crisis, Century Date Change, Year
2000 Date Change, Century Dilemma, Year
2000 Challenge, and others. The problem is
our computers were not designed to ac-
cept the year as“00.”

The Problem

During more austere times in IT’s fledg-
ing years, IT managers and developers made
business decisions influenced by memory
cost, system efficiency, and system life ex-
pectancy. Memory was expensive, proces-
sor speeds were slow, and most systems
usually well exceeded their life expectancy.
One result of these early decisions was a
shortened date representation—using a
two-digit year in century instead of four
digits, as in 96 vs. 1996,

This is not the only problem encoun-
tered as we move into the next century.
Many systems have faulty logic for deter-
mining leap years. The National Institute
of Standards and Technology (NIST) ex-
plains, “Century years (like 1900 and 2000)
are only considered leap years if they are
evenly divisible by 400. Therefore, 1700,
1800, and 1900 were not leap years, but the
year 2000 will be a leap year”

The actual length of a year is 365.242
days, not 365 days. That is why an extra day
is added to the calendar on Feb.29 on years
evenly divisible by four. However, adding
this extra day every four years results in
about three extra days being added over a
period of 400 years. That is why only one
out of every four century years is consid-
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ered a leap year. Simple, isn't it?—well, not
so simple for computer systems.

The Effect

Now that you understand the problem,
let’s look at the impact. Sequencing of
dates, date arithmetic, leap year identifica-
tion, and date logic are all affected. Just to
add another problem, many systems use the
digits “99” or “00” as a special system flag—
indicating “end-of-file” or “no-expiration”
among other uses.

In addition, some hardware and operat-
ing systems do not roll over correctly from
1999 to 2000. Now that brings to mind an
enormous number of examples from these
few simple effects. Sequencing of dates in
the years 1996, 1997, 1998, 1999, 2000 may
result in a 00, 96, 97, 98, 99 date order. Any
system that keeps track of inventories by
expiration date may already be feeling the
effects of the Year 2000 problem. Items in
current inventory having expiration dates in
the year 2000 and later are being shipped
out before items expiring in years prior to
the year 2000.

Date arithmetic that calculates a person’s
age is one of the most common date opera-
tions. Consider your age in the year 1999. If
you were born in 1967, then in 1999, your
age calculation would be 1999 minus 1967,
resulting in your age calculated at 32 years
old. However, in the year 2000, a system
only using the year in century would cal-
culate your age at -67, 00 minus 67. If the
system didn't keep track of the minus sign,
you could, conceivably, jump from being 32
years old to 67. Imagine at age 33 having
the Social Security Administration (SSA) is-
suing you retirement checks thinking you
are 67 years old. Rest assured, the SSA is just
one of the agencies addressing the issue so
such errors do not occur.

The Washington Post published an ex-
ample of a computer system using
31/12/99 to represent the “close date” for
British court cases which were delayed in-
definitely for various reasons. The British
court system is trying to prevent thousands
of these cases from suddenly appearing on
court schedules.

A Simple Test To See The
Effect

You can perform a simple test on your
PC. Just change the clock to 11:59 p.m. on

Dec. 31, 1999. Now, let the clock run into
next year—the next century. If you have an
Intel-based PC and have not powered down
your PC, your clock probably shows the
time you would expect and the date would
display as Jan. 1, 2000. Now power down
your PC and power it back up. Check the
clock now—it will likely display a correct
hour of the day, just as you would expect,
but the date most often displayed is May 1,
1980, not Jan. 1, 2000.

To see another date-related effect for a
Windows application, perform the same
test. Wait until the date rolls over to the
year 2000, Now, power down your PC and
restart it. Create a file with notepad and
save it. Now open File Manager (or
Explorer if you use Windows ‘95) and look
at the details for the file you just created.
You will most likely find the date stamp is
1/1/:0, instead of the 1/1/00 you might
expect.

The list of effects of the Year 2000 on
the IT industry go on and on. Additionally,
the effects are not limited to only software
but they extend to hardware, firmware, em-
bedded systems, and operating systems.
Adverse effects are not limited to any one
platform, programming language, data base,
or application. Effects are occurring
today for systems that work more than
four years into the future. As we approach
the year 2000, expect to see a continually
increasing number of effects. The problem
is pervasive throughout the industry and
every system is suspect.

Industry Perspective

Industry experts say, that this is not a
technological problem, it’s 2 management
problem. The problem exists, and fixing it
is technologically simple: the manage-
ment and testing of the solution is complex.
Experience shows that most of the solution
effort rests in the management and plan-
ning of the solution and testing of the af-
fected system(s)—40 percent planning for
the solution and 50 percent testing. The ac-
tual system modification effort is only 10
percent of the entire effort!

Getting top-level sponsorship is a must.
This sponsorship is often difficult to obtain,
since normal business drivers are not pre-
sent. It is difficult for seniorlevel manage-
ment to understand that they need to
devote precious resources and dollars
toward a potentially very expensive solu-
tion that yields no increased capability for
the company! Addressing the problem,
however, ensures that the business can op-
erate and function at the same level after
moving into the year 2000.
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The Gartner Group (a research, analysis,
advisory, and strategic planning service
provider) predicts less than half the IT com-
panies will be Year 2000 compliant before
the year 2000. Further, they forecast the so-
lution cost for the IT industry as a whole
will be in the range of $400 to $600 billion.
This figure does not include the cost of liti-
gation involving the Year 2000 problem and
costs of companies who go out of business
due to the problem. The legal community
has recently estimated the cost of Year 2000
related litigation at $1 trillion.

The Office of Management and Budget
(OMB) estimates the cost to solve the
problem within government is near $30
billion. Estimates for the Department of
Defense alone are near $13 billion. For
planning purposes, industry is saying the
cost is $1 per executable line of code
(ExLOC) for a solution. However, plan on
these prices increasing significantly as the
Year 2000 approaches. The demand for
assistance in addressing the Year 2000
problem is expected to far exceed the
available supply of companies fixing Year
2000 problems.

In considering the pervasiveness of the
problem, IBM estimates that 70 to 90 per-
cent of customer application programs are
affected. Of these programs, 4 to 6 percent
of the LOC are affected. The New York
Transit Authority provided an experience
report at a recent Year 2000 conference in-
dicating that 80 percent of their modules
were affected and 1 percent of the LOC
required modification. At the same confer-
ence, two insurance companies said that
between 5 to 11 percent of their LOC
required modification.

Let George Do It

At first glance, many people think they
have no need to worry about the Year 2000
problem. After all, the IT industry profes-
sionals are smart people who will devise a
plug and play solution for everyone. True,
tools do exist that can assist in the solution
and reduce the overall effort required. A ma-
jority of these tools are targeted toward
mainframe platforms and the COBOL pro-
gramming language. There is, however, no
“silver bullet”

Finally, many believe that the modifica-
tions required to move systems into Year
2000 compliance can be accomplished dur-
ing routine scheduled maintenance. In
general, normal maintenance is just that—
normal. The resources obligated for mainte-
nance do not include additional resources
for the Year 2000 solution. As noted earlier,
the costly portion of the solution is not the
actual system modification but the manage-
ment and testing effort. One reason these
efforts are so costly is the ripple effect
caused by a Year 2000 solution.

Most systems have an application pro-
gram interface (API) used to communicate
with other systems. If an affected system’s
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APl includes a date with the year, then mod-
ification of that system will change its API.
As a result, each system using that APl must
now be modified to accept and use the
changes. Since the solution for one system
affects all systems it interfaces with, the
scheduling of the change to the Year 2000
compliant system must be coordinated with
all systems it interfaces with. Bridges may
be necessary for interfaces to systems that
are not prepared to accept and use the com-
pliant APL.

What Is The Answer?

Developers, maintainers, and program-
mers, get started yesterday! Get senior-
level support for the solution right at the
start. Begin an awareness campaign within
your organization. Dedicate a team of indi-
viduals to work the project. The group
needs to maintain a good communications
channel with the Year 2000 team at the
next higher echelon. Team composition
should include individuals knowledgeable
in data standards, Year 2000 tools, quality
assurance, data administration, configura-
tion management, security, testing, valida-
tion, risk management, audit procedures,
and legal issues.

Update your system inventory and con-
duct an impact analysis. Develop your
strategy based on this analysis and your pri-
oritization efforts. During your strategizing
and prioritizing, consider the possible solu-
tion approaches. A long-term solution, as
well as the solution most preferred, is to
modify the data to include a four digit year.
A short-term solution is logic modifications
that determine the century with no data
modification. The third solution—retire or
rewrite the system.

With your strategy in hand, select a pilot
project to validate your strategy. Now you
are ready to perform the necessary system
modifications to move your system into
compliance. Thoroughly test your system
for Year 2000 compliance. And yes, don't
forget regression testing also.

Finally, don't leave home without a de-
tailed risk management plan. There is great
risk for organizations addressing the Year
2000 problem. Develop contingency plans
based on these risks. Additionally, establish
trigger dates for determining whether your
contingency plan needs execution. There is
risk in your prioritization and strategy selec-
tion that you must not overlook.

Historically, software projects come in
late and over budget, Although past perfor-
mance is no guarantee and cannot predict
future performance, it certainly is a good in-
dicator. Consider one of your core systems
that has a Year 2000 problem with a date
horizon (the date you expect the system to
experience problems) yet it is a legacy sys-
tem. You know that you have a replacement
system that is Year 2000 compliant and is
scheduled to be completed and installed in
1999. Considering the cost of fixing the

legacy system, you decide that there is no
need to expend constrained resources here
since the system is being replaced. What is
your level of risk? High? Do you have a vi-
able contingency plan in case the replace-
ment system does not make it in time?
‘When must you decide to execute your con-
tingency so there is sufficient time to com-
plete it?

By the way, if you are a developer or ac-
quisition manager, ensure new develop-
ments are Year 2000 compliant and Year
2000 compliance language is included in all
system contracts.

Army Action Plan

The Army’s approach to addressing the
change of century problem is contained in
the Project Change of Century (PCC)
Actions Plan, Revision 1. It details a central-
ized management with decentralized exe-
cution approach. The Army’s corporate
strategy and management approach for
addressing the Year 2000 problem is
defined. It provides a framework and guid-
ance for Army organizations. A Year 2000
five-phase resolution process is adopted
with this PCC revision. The five phases are:
Awareness; Assessment; Renovation; Valida-
tion; and Implementation.

An aggressive phase time schedule is out-
lined with some portions overlapping. Fi-
nally, it provides reporting mechanisms to
Army and ASD(C3I) on the scope and im-
pact of Year 2000 compliance.

Remember that the 80 percent solution
on time will likely be better than the 100
percent solution late. This deadline cannot
slip!

The weekend of Jan 1, 2000, is less than
164 weeks away—that is less than 38
months! Don’t make any plans yet for your
New Year’s Day festivities, especially if you
are in the Information Technology (IT) in-
dustry! As one of the essential personnel
in your organization, you may be called
into work.

Oh, by the way, have a nice weekend!
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TEST AND EVALUATION

Army Test and Evaluation (TE&E) is on
the move. Partners in acquisition
reform, TEE will operate at a reduced
Jfunding level, will integrate developmen-
tal and operational TEE activities, and
seek to provide better customer support.
(See Figure 1.)

More T&E Streamlining
Needed

In recent years, Army T&E has come to
depend more on smaller tests, combined
developmental and operational testing, and
testing in conjunction with training. How-
ever, the Army can no longer afford reduc-
tions in RD&A without reducing the sup-
porting T&E infrastructure.

Traditional T&E began with develop-

ON THE MOVE

By COL Brent Crabtree

mental testing performed principally by
the Test and Evaluation Command
(TECOM). Results from developmental
testing were evaluated by the developmen-
tal evaluators, the Army Materiel Systems
Analysis Agency (AMSAA) or by TECOM as-
sessors. At the conclusion of developmen-
tal T&E, programs faced a new team of
testers from the Operational Test and Ex-
perimentation Command (TEXCOM) and a
new team of evaluators from the Opera-
tional Evaluation Command (OEC). Some
program managers (PMs) encountered two
testers and two evaluators on the way to
successful fielding of Army systems.

Future Army T&E efforts will be—must
be—more resourceful. In the latest build of
Army programs, $150 million was cut from

T&E infrastructure and $460 million from
PM funding for T&E. Consequently, there
have been significant reductions to T&E in-
frastructure and changes to T&E policy.

T&E Restructuring

+ Two testers. To comply with con-
gressional and OSD guidance, the Army de-
cided to maintain a separate, independent
operational test activity. With headquarters
in Northern Virginia, the Operational Test
and Evaluation Command (OPTEC) will re-
tain its operational test mission. TECOM,
headquartered in Aberdeen Proving
Ground (APG), will continue to operate
ranges and perform the developmental test
mission. Both commands will be further
downsized over the next two years and

Previous T&E Process:

]

Recent Changes to T&E

Effective 1 Oct 96:

| Developmental Evaluation| | Developmental Testing |

AMSAA

TECOM
ACAT | Programs’ «

TECOM
ACAT |-l Pgms

2 Testers, 2 Evaluators

* Sequential testing
* Uncoordinated evaluations

* Integrated testing
* Focused evaluations
* Increased use of M&S

« $150M cut from T&E
Infrastructure

« $460M cut from PM
funding of T&E

Figure 1.
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will expand their efforts to work together
in support of Army programs with substan-
tially smaller test organizations.

« One Evaluator. On June 12, 1996,
the Vice Chief of Staff, Army directed the
transfer of the developmental evaluation
mission and resources from the Army Ma-
teriel Command (AMC) to OPTEC. One
hundred seventy evaluation jobs in AMSAA,
TECOM and the Army Research Laboratory
(ARL) were affected by the transfer which
took place on Oct. 1, 1996. Over the next
two vears, OPTEC will further reduce its
evaluation organization by approximately
60 spaces, saving the Army about $6 mil-
lion per year.

New T&E Policy

The Army will integrate developmental
and operational T&E, seeking to further
eliminate redundancies and to keep the
T&E strategy focused on operational re-
quirements. There will be increased em-
phasis on the use of modeling and simula-
tion (M&S) to reduce or enhance testing
when cost-savings can be realized. To cer-
tify systems ready for operational testing,
PMs may combine testing where possible
and exploit all sources of data including
contractor testing and M&S. While opera-
tional testing is still required to proceed
beyond low rate initial production, the T&E
community is committed to using all
sources of credible data to evaluate system
effectiveness, suitability, and survivability.

To develop plans for this reorganization
of the evaluation mission, OPTEC con-
sulted with a Senior Advisory Panel of dis-
tinguished Acquisition Corps experts with
extensive experience in developmental
and operational evaluations. The senior ad-
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visors provided an independent, unbiased
review of the plans for consolidation of
evaluation. They advised the Army to de-
sign an organization that anticipates
change, to clearly define the mission and
required AMC support, and to conduct a
bottom-up review of the requirements.

From that review, an OPTEC-led task
force found that the evaluation mission
could be performed adequately if consoli-
dated under a single command. With effi-
ciencies created through consolidation, less
duplication of effort, and more focused T&E
strategies, OPTEC can achieve a 60-space re-
duction in the evalpation workforce over
the next two years. (See Figure 2.)

The objective organization to be
achieved by FY 99 is modeled after the suc-
cessful 1992 consolidation of all opera-
tional testers into TEXCOM. All of the
Army's developmental and operational
evaluators will be consolidated into a sin-
gle evaluation command, the Army Evalua-
tion Command (AEC). Commanded by a
brigadier general responsible for integra-
tion of all Army evaluation activity, the AEC
will have battlefield-focused evaluation di-
rectorates with matrix support provided
by the functionally-focused Evaluation
Analysis Center (EAC).

Single Evaluation Team

Key to the successful consolidation of
evaluation will be the formation of a single
evaluation team for all Army systems. This
one team will synchronize the develop-
mental and operational T&E efforts to pro-
duce a single Army evaluation. A military
evaluator and a civilian lead evaluation ana-
lyst will be assigned to the evaluation di-
rectorate for each evaluated system. These

two people will be responsible to focus
and coordinate the evaluation effort for the
system. Other evaluation area specialists
will also serve on the team in direct sup-
port or general support roles as needed.

Evaluation Analysis Center
The EAC will provide the evaluation
area specialists who will assist the evalua-
tion team in the conduct of continuous, in-
dependent, integrated evaluation. The ma-
jority of the EAC personnel came from
AMC and will continue to live and work at
APG. No personnel moves are planned.
The EAC will be reduced from about 150 to
about 130 people through normal attrition.

A Not-So-New Home

An empty barracks building at APG has
been selected for renovation and will be the
new home of the EAC. The renovation is
scheduled for completion by February 1997.
Until then, the former AMC employees will
stay in place. Five people, formerly in the
Survivability, Lethality Analysis Directorate
(SLAD) of ARL will remain at White Sands
Missile Range (WSMR) to coordinate evalua-
tion support from ARL elements at WSMR.
Similarly, one former SLAD employee will
stay at Fort Monmouth to serve as liaison
with ARL elements at that location.

Worldwide Notification

OPTEC released a world-wide message
on Oct. 1, 1996, announcing the assump-
tion of evaluation responsibilities. OPTEC
will take other actions to communicate the
effect this reorganization will have on
Army acquisition. Among the most promi-
nent of actions, OPTEC will coordinate re-
visions to Army regulations, provide brief-
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ings at conferences, participate in the Army
and AMC road shows, publish articles in
open publications such as Army RD&EA
magazine, and revise training curricula.

Live Fire Test And
Evaluation (LFT&E)

The consolidation of evaluation should
have little effect on live fire testing.
TECOM and SLAD will continue to per-
form most of the component and system-

level live fire testing. The level of effort on
the evaluation will remain about the same
because the work years and required ex-
pertise previously devoted to LFT&E in
AMSAA have been transferred to OPTEC
and will continue to be applied to live fire
programs and issues. In the future, the
evaluator will incorporate the operational
significance of LFT&E results into the sin-
gle evaluation report. OPTEC will con-
tinue to rely heavily on AMC to provide
technical support to LFT&E.

Successful Army Programs ...

Integrated T&E is on the move

What the Acquisition Community can expect:

# One evaluator -- OPTEC -- on all Army programs
One evaluation report
Review of all T&E strategies over the next year

® OPTEC to provide early support to rapid acquisition
@ Revisions to Army Regulations

focused ... smarter ... all source

Integrated T&E:

Figure 4.
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Rapid Acquisition Ally

The consolidation of evaluation gives
the PM a one-stop capability to involve the
evaluator in rapid acquisition initiatives.
Army warfighting experiments, Battle Labs,
and other rapid acquisition initiatives seck
help from OPTEC in the design of experi-
ments which will produce credible data,
have meaningful measures of success, and
secure approval for transition into a formal
acquisition program.

Integrated Logistics Support

Another area affected by this consolida-
tion is integrated logistics support (ILS).
Army leaders recognized that the 12 ILS el-
ements and the five areas of consideration
for the Army logistician could be accom-
plished by the single Army evaluator. The
consolidation will achieve efficiencies by
identifying a single agency—OPTEC—to
perform ILS assessments.

As Figure 3 illustrates, OPTEC has as-
sumed most of the independent logistician
mission previously performed by AMSAA.
OPTEC will integrate the ILS assessment
into the system evaluation and provide ILS
information as needed. There will, how-
ever, be no independent logistician repre-
senting the Deputy Chief of Staff for Logis-
tics (DCSLOG). The Office of the DCSLOG
will be represented in person at milestone
decision reviews and IPRs. ODCSLOG will
also review and sign test and evaluation
master plans as the Army logistician.
AMSAA will continue to perform logistics
analyses for the DCSLOG.

What Can The Acquisition
Community Expect?

There is now one evaluator—OPTEC—
for all Army systems and there will be a sin-
gle evaluation report. Over the next year,
OPTEC will form evaluation teams and initi-
ate a review of the T&E strategy for all Army
systems. (See Figure 4.) The goal of this re-
view will be to eliminate redundancies,
combine testing where possible, exploit all
sources of data, and focus T&E with the ulti-
mate user—the soldier—in mind.

COL BRENT A. CRABTREE is the
Deputy Technical Director, U.S.
Army Operational Test and Evalua-
tion Command, Alexandria, VA. He
received master’s degrees in opera-
tions research and civil engineering
Jrom Stanford University and is also
a graduate of the U.S. Army Com-
mand and General Staff College
and the U.S. Army War College.
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Introduction

Integrated product teams (IPTs) with
members representing the principle cus-
tomers of Hughes Missile Systems Com-
pany (HMSC) are working together to ac-
celerate the implementation of common
processes under the Department of De-
fense single process initiative (SPI). The ap-
proach used to gain technical concurrence
gives government [PT members a sense of
ownership of the new common process
and an increased understanding of contrac-
tor operations. Stronger working govern-
ment/contractor relationships result at
both technical and managerial levels.

Background

In May 1995, HMSC established its acqui-
sition reform strategy. One element was to
become self-governing by implementing
best practices. These best practices would
be common for all programs, eliminating
both the non-value added requirements and
the diverse, and sometimes conflicting, pro-
gram-specific processing requirements for
the same function. The SPI journey began
early in the summer of 1995 with the ques-
tion, "How will process owners govern
their operation or process in the absernce
of mil-specs?” By August, after many re-
views, plans were prepared to implement
the initial common processes. To effect the
desired changes, HMSC submitted to each
program engineering change requests for
each proposed common process. Unfortu-
nately, benefits would not accrue until all
programs embraced the common process.
Success with this approach was marginal,
since every program did not have an acqui-
sition reform champion.

When the Department of Defense an-
nounced the common process/single
process initiative in the Commerce Bitst-
ness Daily (CBD) Sept. 14, 1995, this ap-
peared to be a simplified approach, offering
the opportunity to rapidly gain customers’
approval of proposed changes. Plans for re-
sponding to this CBD announcement were
reviewed with the HMSC Reinvention Labo-
ratory Management Council (now termed
the Single Process Initiative Management
Council) at its Sept. 28, 1995 meeting. This
management council meets approximately
every two months at HMSC. Membership
consists of senior HMSC executives and se-
nior government executives representing
Cruise Missile (Navy), Theater Air Defense
(Navy), Tactical Missiles (Army), and Con-
ventional Strike (Air Force) program execu-
tive officers (PEOs), Defense Contract Audit
Agency (DCAA), and the local Defense Con-
tract Management Command (DCMC). The
council is chaired by the local DCMC com-
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By Robert J. Bedell

Hughes Missile Systems Company,

Tucson, AZ

mander. On Nov. 17,1995, HMSC submitted
its first proposal requesting that common
processes be implemented for 14 diverse
manufacturing and engineering processes.
Although everyone was focused on mak-
ing SPI successful, the CBD announcement
did not describe the details of the approval
process. Hon. William J. Perry, then Secre-
tary of Defense, and Dr. Paul G. Kaminski,
Under Secretary of Defense for Acquisition
and Technology, both issued memoranda
on Dec. 6 and 8, 1995, respectively, to clar-
ify processing common process requests.
However, HMSC, DCMC, and PEO represen-
tatives all struggled to develop a workable
approval process, necessary for implement-

The approach used

to gain technical
concurrence gives
government IPT members
a sense of ownership of
the new common process
and an increased
understanding of
contractor operations.

Army RD&EA 27




ing a common process. At the Jan. 11,
1996, HMSC Reinvention Laboratory Man-
agement Council meeting, a specific re-
view and approval process was defined.

IPT/SPI Process

It was agreed that technical integrated
product teams (IPTs) would be created for
cach proposed common process with the
objective of understanding the current
process, identifying non-value added steps,
and defining the details of the common
process. They would work to eliminate
these non-value added and contflicting pro-
gram requirements, while providing the
same or improved quality as the current
process. The technical IPT would also re-
view the implementation plan. Each of the
PEOs provides a representative, in some
cases one for each program, as does DCMC.
HMSC provides the IPT leader. Membership
is supplemented by additional government
and HMSC technical personnel as needed.
The IPT membership totaled 13 for the
more complex processes.

The typical technical IPT has eight
members. IPTs meet as often as required
to achieve technical concurrence. Tele-
phones, faxes, and e-mails are used exten-
sively to reduce travel costs and shorten
the review process. Upon reaching agree-
ment, the technical IPT documents its
agreement with copies of the agreement
provided to DCMC, DCAA, each of the

The technical IPT
process works well

by bringing the

multiple government
program and contractor
perspectives together
and aligning to

a single vision

of each process.

PEOs, and HMSC.

For many processes, the initial technical
IPT meeting was the first time the govern-
ment technical representatives ever met. It
certainly was the first time many gathered
together with HMSC to discuss mutual
technical concerns. This has been one of
the benefits of this approach. However,
one difficulty facing the technical IPTs was
that each member had a different perspec-
tive of the same process, which clements
were important, and which tasks do not
add value. Before discussing a proposed

common process, the [PT had to under-
stand these different, unique, and some-
times conflicting program and Service re-
quirements. Only then could meaningful
discussions occur to identify which ele-
ments of the process were expendable.
Some technical IPT members were con-
strained by real or perceived desires of
their program mangers and PEOs. When
this occurred, the Reinvention Laboratory
Management Council member from the af-
fected PEO was requesied to intervene.

Another part of the Jan. 11, 1996 agree-
ment was creating cost IPTs for each pro-
posed common process. These cost IPTs
are responsible for determining the cost
impact of the technical agreement for cur-
rent contracts and the sustaining yearly
cost avoidance. This IPT also develops the
implementation cost estimates. The DCMC
representative from the technical IPT and
the HMSC IPT leader are both members of
the cost IPT, which is led by an HMSC esti-
mator. DCMC pricing and DCAA are also
members of the cost IPT.

Like the technical IPT, the cost IPT is
supplemented by technical experts, cost
analysts and estimators as appropriate.
After reviewing the technical agreement,
the cost IPT establishes ground rules and
assumptions for assessing impact. Once
agreement on these elements is reached,
the detailed cost impacts are determined.

When the cost IPT is complete, HMSC
prepares the block change proposal and

Common Process/SPI Approval Process
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submits it to the Division Administrative
Contracting Office (DACO). PEO represen-
tatives review the specifics of the block
change and forward their comments to the
DACO. Then a block change can be exe-
cuted. During the entire technical and cost
review processes, the Reinvention Labora-
tory Management Council is updated with
biweekly reports, and progress is reviewed
at council meetings. Note the overlap of
the Technical and Cost IPTs shown in Fig-
ure 1 describing the approval process.

Lessons Learned

The technical IPT process works well by
bringing the multiple government program
and contractor perspectives together and
aligning to a single vision of each process.
Meeting coordination with up to 13 mem-
bers from many different organizations
continues to be a challenge. Government
technical members have other responsibili-
ties and are not always available to attend
an IPT meeting. As necessary, [PTs ex-
panded their membership beyond those
designated to ensure the appropriate ex-
pertise was involved in defining the com-
mon process. The additional members were
signatories to the technical agreement.

One technical IPT decided after its first
meeting to divide into four subteams. These
subteams reported to the main technical
IPT. The subteams reached agreements
which were then combined into one IPT
agreement, requiring coordination and ap-
proval by the main IPT. Proposing four
smaller common processes may have re-
sulted in a shorter approval cycle. One final
observation is that this approach has built-in
conflict between the IPT leaders and gov-
ernment team members. The IPT leaders are
contractor personnel charged with manag-
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ing the activities of their customers. This
conflict was minimized by all team mem-
bers who recognized the benefits of com-
mon processes and accepted the challenge.

As experience was gained with the SPI
approval process, changes were identified
to shorten the approval cycle. A local Com-
mon Process Management Council consist-
ing of DCMC, DCAA and HMSC representa-
tives was established. This council meets
weekly to manage SPI activities. The council
reviews the progress of each IPT, identifying
potential roadblocks and implementing cor-
rective actions. New idea papers are pre-
sented to the council before engaging the
PEO representatives. For those ideas
deemed appropriate, PEOs are requested to
provide representatives to assist HMSC and
DCMC in preparing the concept papers. Re-
sults of the weekly meetings are forwarded
to the PEOs and actions assigned to DCMC,
DCAA, HMSC and PEOs as needed.

A conscious effort to ensure effective
communications is required of all partici-
pants. Senior contractor, PEO, program,
local DCMC, and DUAA management work
together to quickly resolve issues and ac-
tively encourage all IPT members to rapidly
reach closure for their process.

The IPT process has been most success-
ful in gaining customer concurrence and
implementing the single process initiative.
Technical agreement has been reached for
all 14 of the originally proposed common
processes and for five additional common
processes. These technical agreements are
the result of multiple perspectives repre-
senting diverse program, service, and con-
tractor interests, aligned to a common set
of requirements that satisfy all program re-
quirements. Through January 1977, 15 of
the technically approved common

processes have been authorized for imple-
mentation. Block changes are being pre-
pared for the remaining four. Figure 2 lists
the approved SPIs at HMSC. Because of this
successful approach, HMSC is continuing
to submit to DCMC and its customers addi-
tional common processes for considera-
tion, totaling 26 through January 1977.

Other common engineering, manufac-
turing, and business processes continue to
be identified as candidates for change
using the single process initiative. IPTs
have been instrumental in implementing
SPI and other acquisition reform efforts at
HMSC. The results are enhanced competi-
tion, and strengthened relationships with
all customers, while HMSC continues to
provide the warfighters with the highest
quality missile systems.

ROBERT J. BEDELL manages
Hughes Missile Systems Company’s
Acquisition Reform Program. He
holds an M.B.A. from the University
of Texas at Arlington, an M.S. in
electrical engineering from the Uni-
versity of Rhode Island, and a B.S. in
electrical engineering from Norwich
University, Northfield, VI. Bedell is
also a colonel in the Army’s Reserve
Component Acquisition Corps, as-
signed to the Office of the Assistant
Secretary of the Army jfor Research,
Development and Acquisition.
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Comanche First Flight, Jan. 4, 1996.

COMANCHE

COMBINED TEST TEAM

The development of the Co-
manche not only leads the way
Jor the future of Army Aviation,
but it also establishes futture de-
velopmential processes for avia-
tion systems. The Comanche
Combined Test Team approach
with our contractors and other
elements of the Army test com-
munity signals an evolutionary
step in the process of weapon
system acquisition.

— BG James R. Snider
Program Manager
Comanche

Introduction

The future is being tested now...the
future is the US. Army’s armed reconnais-
sance/light attack helicopter, the RAH-66
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Leading The Way
To Future Testing

By MAJ Timothy M. Ward

Comanche.The place is the Sikorsky Aircraft
Developmental Flight Center located in
West Palm Beach, FL. Here, the world’s most
highly sophisticated prototype helicopter
will be the test vehicle to fly into the future.
Later, it will be joined by a second aircraft
for testing, with an additional six aircraft to
be utilized in testing to prove the Early Op-
erational Capability (EOC) of Army avia-
tion’s future helicopter vision.

The vision’s testing will be ushered
into reality by a combined team of profes-
sionals consisting of both government
and contractor members, duly named the
Comanche Combined Test Team (CTT).
Joining with the U‘.S‘Army in this en-
deavor are the program's prime contrac-
tors—Boeing Helicopters and Sikorsky
Aircraft, along with subcontractors and
support personnel.

Combined Testing

Combined testing is the methodology
adopted for integrating government and
contractor efforts during the Comanche
developmental program. The intent of
combined testing is to reduce the expense
and eliminate the redundancy in develop-
mental testing, specifically the government
and the contractor conducting the same
tests at different times for their own pur-
poses rather than sharing data from a sin-
gle test conducted jointly by both parties.
By doing so, the CTT will be able to design
more cost-efficient (time and money) tests
which are more capable of identifying sys-
tem limitations, failure modes, and inade-
quacies. Keeping these goals in view, the
team’s efforts result in a more effective and
efficient development program.

The team continually strives for goal ac-
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complishment through a cohesive effort
with representatives from the government
and contractor test communities who
jointly execute the developmental flight
test program. The members of the CTT
work together to prepare test plans; exe-
cute the flight test program; operate the
tested systems; collect reliability, availabil-
ity and maintainability (RAM) data; and
maintain a common flight test engineering
database. This combined effort presents an
evolutionary step in the developmental
and operational testing process of new air
vehicles such as the Comanche.

Through the developmental testing pro-
gram, this new air vehicle’s fight envelope
and structural integrity will be determined,
as well as the integration of critical aircraft
systems such as the T-800 growth engine,
the Target Acquisition System (TAS), and
the Mission Equipment Package (MEP).
Testing will also include the examination
of newer technologies to demonstrate their
contributions to overall system perfor-
mance and mission readiness. Operational

testing, will further provide answers to
questions of the aircraft’s effectiveness and
suitability for use by operators, maintain-
ers, and support personnel throughout the
aircraft’s life cycle.

First Flight

There is no better event in the life cycle
of an aviation developmental test program
than to see the envisioned aircraft fly aloft
for the first time. And so it was for the Co-
manche on Jan. 4, 1996, at West Palm
Beach, FL. Flown by the Boeing/Sikorsky
aircraft test pilot, the prototype succeeded
in demonstrating outstanding flight and
handling characteristics in a low-
speed/low-altitude environment. This first
36-minute flight provided but a glimpse of
future, more ambitious testing.

This event was matched in significance on
Sept. 20, 1996, when the first U.S. Army avia-
tor flew the RAH-66 Comanche on only the
fifth flight of the aircraft. This noteworthy
flight placed an entry in the annals of Army
aviation history because, as a part of the CTT,
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it was the first time in memory that an Army
test pilot actively participated in the initial
development of a prototype aircraft.

We (the government) gel as
much as we give in the CTT rela-
tionship. We will know more
abaoul the capabilities and short-
comings of this aircraft, at any
stage in this program, than any
other system developed and pro-
cured for the Ariny.

The aircraft, thus far, bas
demonstrated bandling qualities
beiter than those predicted
through flight simulation. Par-
ticularly impressive is that the
aircraft bas exhibited tremen-
dous stability in all modes of
Slight tested to date.

—CW4 Jobn W. Armbrust
Experimental Test Pilot
Commanche Aviation
Technical Test Center
The 1.1 hour test flight conducted for-
ward flight up to 80 knots and completed a
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series of traffic pattern maneuvers evaluat-
ing the systems handling characteristics of
the aircraft. Though this was an early flight
in the development of the prototype, it
provided an extraordinary view of the
stepping-stone successes of the team
process.

These are but two important successes
of the CTT approach to testing that has
been adopted for development of the Co-
manche. It is the CTT which plays an inte-
gral part in the testing of the Comanche
and the future of testing the acquisition of
weapons systems to come. In the current
atmosphere of economic uncertainty and
constraints, all efforts to improve effi-
ciency and reduce costs are paramount.

Integrated Product Teams
One method being utilized to meet this
challenge is in the incorporation of inte-
grated product teams (IPTs) in the Co-
manche development. IPTs utilize sound
business practices in close teaming among
program elements to provide efficient and
effective management to the acquisition
program. The ultimate goal of the IPT is to
serve the program and the acquisition
community to provide a system that satis-

fies the warfighter’s needs.

The CTT approach is an excel-

lent example of Integrated Prod-

uct Team (IPT) management. All

key stakebolders (program man-

agement, users, testers, contrac-

tors, and support) involved in

key program decisions are emi-

powered and participate ac-

tively. Turn around time to re-

solve issues and solve problems

is significantly reduced with this
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Propulsion System Test Bed.

approach. It is working well at
the CTT facility.
—Gilbert F. Decker

Assistant Secretary of
the Army (Research,
Development and Ac-
quisition) and Army
Acquisition Executive

Developmental Flight Center

The center of activity for the combined
testing is the Sikorsky Developmental
Flight Center. The flight facility is located
in a remote area of south Florida and is ide-
ally suited for the conduct of flight testing.
The center is equipped with state-of-the-art
air vehicle test instrumentation and data
processing capability. Every critical para-
meter on the aircraft is monitored and
recorded. The resultant data is stored in a
single common database accessible to both
the government and contractor members
of the team. Additionally, air vehicle testing
is assisted by other high technology equip-
ment at the facility.

The DFC is not only home to the proto-
type aircraft, but also to a unique test de-
vice. The propulsion system test bed
(PSTB) is a sophisticated test platform that
is able to demonstrate and perform all the
dynamic components of the aircraft. The
test bed allows testers to subject the sys-
tem to much more severe test conditions
than would be possible with the test air-
craft. The stand’s purpose is to lead the de-
velopment and testing of the aircraft. All of
the aircraft’s critical dynamic components
are first demonstrated and qualified for air-
craft use as part a total PSTB system. The
system is then subjected to endurance test-
ing to ensure that a sufficient margin of

safety is demonstrated prior to flight test-
ing on the aircraft.

The core members of the team are col-
located with the prototype aircraft and the
PSTB at the Sikorsky facility. The prime
contractors, the engine manufacturer
(Light Helicopter Turbine Engine Company
(LHTEC)), and the Army have each as-
signed full-time members of the team to
the Florida test center. Each organization
then augments the team with technical ex-
perts, as required.

There are four military members as-
signed to the test center as full-time repre-
sentatives of the test team. The Comanche
Program Manager is represented by the
Government Test Director (GTD), who also
serves as the Director of the Combined
Test Team. The Director is the govern-
ment’s single point of contact to the con-
tractors for all matters pertaining to Co-
manche flight test and evaluation. This
leader is responsible for coordinating gov-
ernment activities related to the CTT. This
includes the consolidating of contractor re-
quirements for government personnel; co-
ordinating government test observers/wit-
nesses and the use of government facilities
and services; and administering the man-
agement of government test documenta-
tion to ensure that government test objec-
tives are incorporated in the contractor’s
test plans.

The most valuable aspect of
the CAT is in having the com-
bined talents of a diverse group
of government and contractor
organizations uniting iogether
and complementing each other
to accomplish a common goal.
Though, at times, competing in-
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terests occur the true team spirit
prevails to ensure the siccess of
the test objective.
—MAJ(P) Brian M.
Craddock
Combined Test Team
Director
Comanche Program
Office

The user community’s on-site team con-
sists of a senior warrant officer and a se-
nior non-commissioned officer from the
TRADOC System Manager's (TSM) Office at
Fort Rucker,AL. These highly experienced
soldiers provide the contractor with a
user’s perspective of training/supportabil-
ity, and the Army with early assessments of
the aircraft’s operational suitability. They
assist in resolving supportability issues
long before fielding of the aircraft, and
train the contractor in the operation of
government furnished ground support
equipment, which is essential to conduct-
ing the flight test program.

The remaining full-time member of the
CTT is a senior warrant officer of the Army
Technical Test Center (ATTC), from Fort
Rucker. This seasoned Army aviator is also
an experimental test pilot/graduate of the
Naval Test Pilot School. As mentioned early
in the article, he has already flown the air-
craft and will continue to be one of the
most active participants throughout flight
testing. Contractor pilots serve as pilot-in-
command on all flights, with the govern-
ment pilot assisting and providing first-
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Members of the Combined Test Team.

hand knowledge about the capability/suit-
ability of the aircraft.

The core members of the CTT are just a
small part of the overall team. The team is
supported by the entire Army test commu-
nity, which provides technical and manage-
rial expertise as required. To date, well
over 150 government engineers, techni-
cians, and managers have traveled to the
Florida test center and contributed their
talents to the efforts of the CTT.

The team is further supported by a
group of RAM data collectors, also pro-
vided by the ATTC. This team of five con-
tract employees collect data on compo-
nent/equipment failures and all the mainte-
nance actions conducted on the prototype
aircraft. The data collected flows into the
UNIRAM database that is utilized by both
government and contractor members in
developmental/operational testing. The
product of their efforts will provide the
team with early insights into the reliability
and maintainability of the aircraft.

Adding to the CTT presence, ATTC has
stationed an engineer at the Boeing Heli-
copter facility in Philadelphia, PA. This per-
son provides input to test plans, witnesses
test and demonstrations of mission equip-
ment under development, and participates
in the contractor's Product Development
Team (PDT) meetings.

Conclusion
The Combined Test Team approach to
date has been a tremendous success in the

development of the RAH-66 Comanche. Its
development is providing a benchmark in
the future of testing of new acquisition
weapons systems. The combined efforts of
the Comanche team will thrust the Army’s
vision of the armed reconnaissance/light
attack helicopter into reality.

If interested in additional informa-
tion on the Comanche Combined Test
Team, please contact MAJ Timotbhy Ward
at DSN 693-0676, Commercial (314)263-
0676, or e-mail: tward@si-louis-co-
manche.army. mil.

MAJ] TIMOTHY M. WARD is the
Assistant Program Manager for
Test and Evaluation within the
RAH-66 Comanche Program Man-
agemeni Office, St. Louis, MO,
and has been designated to be-
come the Director of the Co-
manche Combined Test Team in
July of 1997. He holds a B.S. de-
gree in aeronautical engineering,
and is a recent graduate of the
U.S. Army Command and General
Staff College. In addition, Ward is
a member of the Army Acquisition
Coips.
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STATE-OF-THE-ART

MATERIALS
AND

PROCESSES

BENEFIT COMANCHE
AND OTHER DOD PROGRAMS

With rapid rates of technological ad-
vancement in many fields, state-of-the art
technologies introduced during a system’s
development life cycle are often obsolete
by system fielding. This will not hold true
for the Comanche helicopter. An integrator
of developing, even laboratory technology,
the Comanche system fielded early in the
next century will be cutting-edge in every
regard. One specific and telling example
supporting this claim is a developing fam-
ily of beryllium aluminum alloys used ex-
tensively in the Comanche Electro-Optical

By MAJ Keith Edwards

Sensor System (EOSS). The Comanche
EOSS, comprising the housing and gimbal
assembly for the aircraft’s pilotage and tar-
geting optical sub-systems, calls for a light-
weight, high-stiffness material capable of
being formed into highly complex configu-
rations. The Comanche EOSS and two
beryllium aluminum components are de-
picted in Figure 1.

Traditional materials (e.g. aluminum, ti-
tanium, magnesium alloys, metal-matrix
composites, etc.), though capable of
achieving complex configurations, fall

Figure 1.
The Comanche Electro-Optical Sensor System/beryllium aluminum components.
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short when evaluated against weight, stiff-
ness and producibility criteria. Many are
expensive to produce, and because of
shortcomings in ductility and/or isotropic
properties, some are restricted to limited
applications.

Beralcast®, a family of beryllium alu-
minum (Be-Al) alloys, addresses these
shortcomings. Developed by Nuclear Met-
als Inc., (NMI) of Concord, MA, Beralcast®
blends the best attributes of the primary
component materials (i.e. beryllium and
aluminum) and eliminates most individual
shortcomings. In these alloys, the high
elasticity and low density characteristics of
beryllium are combined with the favorable
processing characteristics and mechanical
property behavior of aluminum.

Comparing properties of Beralcast® to
the component materials, the advantages in
its use become readily apparent. Beralcast®
is 22 percent lower in density, yet three
times stiffer than cast aluminum. Addition-
ally, the material exhibits a four-fold improve-
ment in dampening coefficient, important
for stability and jitter reduction in optical
systems. Also, a 40 percent lower value in
coefficient of thermal expansion translates
to higher tolerances and less rework for
matching or mating parts. Three times more
ductile than hot pressed beryllium, Beral-
cast® effectively eliminates brittleness as a
significant drawback to the use of beryllium
in many structural applications. An added
benefit is that unlike beryllium, it can be
welded if defective or damaged.
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While beryllium is limited to configura-
tions that can be machined or formed, Be-
ralcast®, as the name implies, is castable
Complex, cast configurations are now
achievable, whereas the machining process
once claimed as scrap as much as 95 per-
cent of input material. The highly com-
plex, monolithic, optical platform depicted
in Figure 2 clearly demonstrates the casting
capability of Beralcast®,

The casting process is quite involved
and begins with the preparation of the ma-
terials. This includes both the Be-Al charge

materials and an NMI-developed charge sta- :nlgurle_a 'f
bilizing alloy composition. These materials onolithic
are loaded into the melt crucible of NMI's Comanche

Electro-Optical
Sensor System
Optical Platform
Casting.

vacuum induction melting (VIM) tilt-pour
furnace, equipment specifically acquired
for melting and casting Beralcast® mater-
ial. A VIM furnace is depicted in Figure 3.

The furnace chamber is then evacuated
and the materials are heated to sufficiently
melt and stir the composition. After being
at that temperature long enough to ensure
degassing, the melt crucible is tilted and
the composition is poured into a pre-
heated ceramic investment mold.

The casting solidifies under vacuum
within the mold chamber of the furnace,
which is back-filled with inert gas to accel-
erate the cooling process. When the cast
has reached room temperature, a high pres-
sure water jet is used to remove a majority
of the mold. After manual trimming of any
remaining mold material, the cast surface is
cleaned with abrasive grit blasting. If nec-
essary, the cast can now be straightened
and/or weld-repaired. It is then released
for initial inspection and any needed post-
cast processing. Of note is that NMI is cur-
rently the only source to have attained this
level of Be-Al casting capability.

Final inspection, following any neces-
sary post-cast processing, includes visual,
dimensional, radiography, and dye-pene-
trant inspection processes. The inspected
casting is then released for final machining.
All machining is performed in shop envi-
ronments that meet or exceed stringent
Occupational Safety and Health Administra-
tion requirements for ventilation and safety
equipment. Additionally, the machining
process is tightly controlled, minimizing
the generation of harmful airborne beryl-
lium alloy dust and/or fumes.

To date, 56 Comanche EOSS compo-
nents have been identified that will lever-
age this state-of-the-art technology. In addi-
tion, several other Department of Defense
(DOD) programs are currently using, or
evaluating application opportunities for
Beralcast® technology. In addition to Co-
manche, the Army’s Apache B-Kit, PAC-3
Missile Upgrade, Multiple Launch Rocket
System, Hellfire Missile, Advanced Threat
Infra-Red Countermeasure, Theater High Al-
titude Air Defense System, and the Air
Force’s F-22, are programs that either are, or
will potentially benefit from application of

Figure 3.
Vacuum Induction Melting Furnace.
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