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Building The 21st Century Army

In the 20th century, scientific discovery and technological
innovation have advanced America’s military capabilities to the
point where we are now the world’s mightiest nation. We have
before us an unprecedented opportunity to modernize our
forces for the 21st century without worrying about a strategic
rival that could threaten our existence. Our concerns look to
the future. Who will be our future adversaries? What technolo-
gies will they employ? How do we maintain our technological
edge in the 21st century?

Technological superiority is an important component of mili-
tary advantage. Military advantage goes to the nation best able
to capture commercial technologies and incorporate them into
weapon systems with new or improved operational capabilities.
In large measure, the future readiness and effectiveness of
America’s Army will be determined by our investments in a rel-
evant technology base.

How do we determine whether the Army is investing in the
right technologies to ensure military advantage in the 21st cen-
tury, particularly for the Army After Next (AAN) in the year 2025
and beyond? And, how do we work with our industry partners
to leverage their technological advances for military use? These
are not easy questions, but they must be answered. The real
challenge is to identify which technologies the Army must devel-
op and which we can expect to buy from the commercial
marketplace.

One way we are making sure our nation’s technology and
industrial bases are focused on the right technologies for the
future Army is through the series of Technology Seminar Games
(TSGs) we are conducting in cooperation with the Army’s
Training and Doctrine Command (TRADOC) and the Army
Materiel Command. During the last week of July 1998, we held
our initial TSG at Carlisle Barracks, PA. Participants included
military technologists, scientists, warfighters, threat analysts,
and industry representatives from across the nation. This was
the first time that the Army teamed with industry to address
technological solutions to future military needs. On the final
day, participants presented an assessment of various technolo-
gies important to our future Army to a Senior Review Group
headed by Dr. William Perry, the former Secretary of Defense.

The July TSG was our first broad-based look at the Army
Science and Technology (5&T) Program as it relates to AAN.
What insights did we gain? We learned that we need a “system
of systems” approach, a fully integrated approach to developing
weapon systems for AAN. We learned that awareness of the bat-
tlespace is key 1o success, but also that our warfighters cannot
be overloaded with unnecessary data. We reaffirmed the impor-
tance of an aggressive Army technology base. And, we learned

that we need to do a better job leveraging commercial technol-
ogy and influencing it where possible.

The system of systems approach is critically important to our ~
future force. For example, the knowledge provided by the
Command, Control, Communications, Computers, Intelligence,
Surveillance, and Reconnaissance (C4ISR) system will be valu- .
able only if the maneuver and long-range precision strike sys-
tems have the speed required to exploit it. Further, the maneu- -
ver and precision strike systems will depend on C4ISR to
achieve lethality and enhance survivability. Speed, in turn, is a
function of the logistic systems that support our ability to move
rapidly. None of this will work unless strategic and operational
deployment systems get our combat forces where they're need-
ed. Each part will function optimally only as part of the overall
system. 2

All functional areas (maneuver, fire support, logistics, and |
intelligence systems) must operate together to provide com-+
mon, integrated C4ISR and to achieve what is called, “informa-
tion fusion.” Here again, there are challenges. One challenge”
is to convert the mass of battlespace information into battle-
space knowledge that will help our commanders make the right
decisions quickly in the 21st century. Another is to design a_
functional C4ISR architecture that can distribute this informa-
tion effectively throughout the battlespace without inundating
the warfighter with unneeded information.

Our in-house S&T Program must be aggressive and focus on=
leap-ahead technologies for long-term, AAN force capabilities.
Likewise, we must take a more active role in finding out what is
happening in the commercial S&T world and determining how
we can leverage advances. We must make sure industry leaders®
know our needs and are interested in meeting them. Successful
use of the commercial sector will allow greater flexibility in
Army-specific technology development. .

Qur Technology Seminar Games, along with TRADOC's
advanced warfighting experiments, war games, and other Army
plans and studies, are helping us to change America’s Army into
a 21st century force. Our next TSG is scheduled for July 19998
I am looking forward to learning about the new insights that
will emerge. We are on a journey. We know that the future bat-
tlespace will be much different than any we've encountered,
before. Our job is to make sure that our future soldiers are pre-
pared—well trained, well led, and well equipped—to fight, win,
and come back alive.

Paul J. Hoeper
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During the past year, the Department of the Army has done a great deal of work to
ensure that its programs, systems, and installations are year 2000 compliant and
ready to meet the challenges of the 21st century.
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WINNING THE FIRST WAR
OF THE INFORMATION AGE:

Introduction

The first war of the Information Age, the
year 2000 (YZK), has proved to be daunt-
ing and complex. There is probably no
Army program, tactical unit, or installa-
tion that has not experienced the impact
of Y2K. Telecommunications networks in
Bosnia, personal computers in the
Pentagon, and weapon systems in the 4th
Infantry Division are only a few examples
of the hundreds of thousands of informa-
tion systems and information technology
(IT)-controlled devices in the Army that
have been assessed and are being fixed to
be Y2K compliant. A complete picture of
Army computer-based systems is shown in
Figure 1.

Like most of the world, which is highly

YEAR 2000
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dependent on computer and communica-
tion systems, the Army has less than 1 year
left to complete the process to implement
Y2K fixes on all its systems and devices.
During the past|year, Army organizations
worked diligently to identify Y2K prob-
lems and renovate their software code.
The Army has met major Department of
Defense (DOD) Y2K policy mandares.
These include completing systems inter-
face agreements, incorporating the
appropriate  Y2K Federal Acquisition

Regulations language in contracts, and
ensuring that test agreements are in place
for Army customers at the Defense.
Information Systems Agency data process-
ing megacenters. ¢

Management resolve and persistence
will win the Y2K war. In addition, there
are three “magic bullets” that can be used
to make sure that the Army will be Y2K'
ready at the dawn of the 21st century.
They are as follows:

* Well planned and realistic tests;

* Searches to find and fix embedded
processors; and

* Credible contingency plans.

To best use these magic bullets, an’
understanding of the Army’s current Y2K
situation is important.

Army Computer-Based Systems

As of Oct. 15, 1998 "
3
Army Information Systems Information Technology-
14,544 Controlled Devices
includes weapon systems with microprocessors 444 196 =y
Major Systems Other Systems
1,219 13,325 o
(Weapons or Automated (Unique MACOM/Org) PCs/Servers Facilities & Other ‘|
Information Systems) 365,077 42,048
Communications
Hardware/Software
f
Mission-Critical Other Major 37,07
638 581

458,740 total information systems and information technology (IT)-controlled devices
Unknown number (probably millions) of embedded chips with IT in weapon systems

2 Army RD&A
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Army Mission-Critical Systems Status

As of Oct. 15, 1998

700
> gm—-- —
3 OMB w
Saol DA/DOD target L
™ S target
> Y e - . B | ——
EZOO
v =
| =
100
D [=1]
g 8 8 8 &8 § 8 § & § g § § § 8 8
§F & & © © 5 T = > % § g§ @8 § ©
: £ ¢ 2 3§ 8 % f 53 3 ¢ 8 ¢ ¢ 1
§ 2 8§ § 3 = <9 8wl -§ L
z & = 8 Z
Time (MM/YY)
v
" Figure 2.

,Current Situation

In October 1998, 76 percent of Army
~mission-critical systems were already Y2K
compliant. By March 1999 (the comple-
*tion dare set by the Office of Management
and Budget (OMB)), 98 percent of Army
mission-critical systems will be Y2K com-
'pliant. Figure 2 shows the Army’s mis-
sion-critical systems status.
. The Army has 638 mission-critical sys-
tems. These include the major weapon
wystems and automated information sys-
tems that directly affect the Army’s go-to-
war mission and are necessary for
commander-in-chief (CINC) deployments
“ind exercises. Examples of mission-criti-
cal weapon systems include the Patriot
Missile System, the Apache Attack
Helicopter, the Single Channel Ground
and Airborne Radio System, and the
Bradley Fighting Vehicle. Examples of
mission-critical automated information
'systems include the Army Total Asset
Visibility System, the Standard Depot
System, the Reserve Component
.Automation System, and the Global
Command and Control System Army.

January-February 1999

More than 94 percent of Army weapon
systems are Y2K compliant, mainly
because many of them do not process
dates and do not interface with any digital
system. Army automated information sys-
tems are more difficult to fix because they
have old legacy code that must be rewrit-
ten and interface with other systems that
must be integrated.

The Army has more than 13,900 non-
mission-critical systems. A small sub-
set, 581 systems, includes other major
weapon systems and automated infor-
mation systems that are mission essen-
tial but not mission critical to the Army.
Generally, modeling and simulation
systems, budget systems, and manpow-
er accounting systems fall into this cat-
egory. The remaining nonmission-crit-
ical systems are primarily major com-
mand (MACOM) and installation-
unique systems.

Lastly, the Army has approximately
153,000 IT-controlled devices that need
Y2K fixes. These are personal computers
and servers; telecommunication switches
and routers; and installation infrastruc-

ture devices such as heating and air con-
ditioning systems, building security sys-
tems, hazardous material monitoring sys-
tems, air traffic control systems, and
utility systems.

Despite the magnitude and hard work
involved in fixing Y2K for the Army, there
is a bright side. Because of Y2K, the Army
plans to eliminate or replace 3,211 sys-
tems, mainly at the MACOM and installa-
tion level. A substantial number of per-
sonal computers and servers will be
upgraded, thus providing our soldiers
and civilians with more productive tools
to get their jobs done. Army telecommu-
nication switches at posts, camps, and sta-
tions will be modernized. This will pro-
vide a common, interoperable network
on which to host IT infrastructure
improvements such as intranets, high-
speed data networks, and video. Lastly,
life on Army installations will improve
with the addition of new security systems,
heating and air conditioning systems, and
upgraded physical plants. The scope and
cost of fixing the Army’s current Y2K
problem are shown in Figure 3.

Army RD&A 3
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Well Planned And
Realistic Tests

After each Army system has undergone
Y2K testing, there is a high probability,
especially if it is a mission-critical system,
that it will undergo overall DOD-wide
tests. These tests include joint opera-
tional evaluations with the CINCs and
functional end-to-end tests with the Office
of the Secretary of Defense (OSD)
Principal Staff Assistants, specifically in
the areas of communications, finance,
logistics, personnel, health and medical,
and intelligence.

The Army’s concept for conducting
operational evaluations is to develop joint
task force scenarios in conjunction with
typical combat and combat-support exer-
cises simulated in a Y2K timeframe. The
CINC-led command post exercises will be
scripted with “time ordered events lists” to
test critical interfaces and date-related
processes among mission-critical and go-
to-war systems. The Office of the Director
of Information Systems for Command,
Control, Communications and Computers
(ODISC4) has the lead for these opera-
tional evaluations, partnering with the
Office of the Deputy Chief of Staff for
Operations and Plans, which has the lead
for operational evaluation planning. The
U.S. Army Operational Test and Evaluation
Command will provide instrumentation
and evaluate data collected on Y2K. To

minimize disruption to training and readi-
ness, tests will be conducted in real and
simulated environments and will take
advantage of planned CINC exercises.

The Army's mission in conducting these
tests is to demonstrate the ability to
accomplish critical missions and ensure
readiness in a Y2K environment. The
Army’s goal is to ensure that the warfight-
er’s mission-critical and go-to-war systems
will not fail when the millennium rolls
over. To achieve this goal, the Army will
conduct end-to-end tests of “mission
threads.” These threads include land
combat; fire support; aviation; command,
control, communications and computers
(C4); combat service support; intelli-
gence; maneuver; and air defense.

In the C4 area, the Army will focus on
end-to-end tests of the data transport
structure. This structure includes major
DOD systems such as the Defense
Information Systems Network, the Joint
Warfighting Information Communications
System, the Defense Red Switch Network,
the Defense Switch Network, the Non-clas-
sified Internet Protocol Router Network,
and the Secret Internet Protocol Router
Nerwork. Information exchanges will be
tested on voice, data, imagery, and video.

The Army has completed or will sched-
ule a number of other Y2K tests to
demonstrate its ability to ensure warfight-
ing capabilities are Y2K ready. Two pri-

mary Army Y2K test sites are Fort Bragg,

NC, and White Sands Missile Range, NM. ~

At Fort Bragg, a partnership consisting of |
ODISC4, the U.S. Army Communications-
Electronics Command, the Forces
Command, and contractors performed an
initial test in September 1998 on the XVIII -
Airborne Corps’ Joint Task Force C4 infra-
structure, Various communications end- -
to-end links were tested. Initial results
showed that there was no loss of voice or
data transfer services during the Y2K
rollover times. However, in some cases,
the dates the systems displayed or printed ,
were incorrect. Several minor date-relat-
ed problems were identified after they
Y2K-compliant software was loaded, but
there was no degradation in the overall
communications services. Additional
tests at Fort Bragg will continue to evalu-
ate communications devices in other
deployment scenarios.

White Sands Missile Range has conducted .,
and will continue to conduct Y2K tests of
its major functions, operations, and infra-+
structure. This year-long effort is being
done in partnership with the U.S. Army
Test and Evaluation Command and numer-
ous other government and contractor
experts. The first test, conducted in July
1998, evaluated the optics, radar, teleme-
try, and associated computers supporting a.,
test flight of a computer-controlled
Phantom F-4. Rollover dates were execut-

Scope and Cost of Army Y2K Problem

As of Oct. 15, 1998

Communications

= Other Major Systems
* Non-Major Systems
= Total

» Major Mission-Critical Systems

154
175
6,411
6,740

Bottom Line
160,185 systems & devices to be fixed
$359M is estimated total cost to fix

2l Hardware/Software :
Army Information | “l—]_r $85M 4
Systems ! |
$159M \M‘ i
MACOM/Installation- e ‘:‘3?;{” o F"c"’""’f;;';;"m“'” \
Weapon Systems Unique Systems
$30M $35M
6,740 weapon & automation systems have Y2K problem 153,445 infrastructure devices have Y2K problem Y
$233M is cost to fix $126M iis cost to fix
tems ir n
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ed during the course of a test lasting sever-
* al hours. Test results indicated that there
were no Y2K-related computer or instru-
ment failures, errors, or abnormalities.
White Sands Missile Range also conduct-
ed two additional Y2K tests. The first was
. a test of its infrastructure last Ocrober,
testing telephone switches and all com-
~ munications and computing infrastruc-
ture not tested with the Phantom F-4.
* (See Page 58 of this magazine.) The sec-
ond was a test of its operational elements.
Specifically, live-fire tests of various
 weapon systems such as the Advanced
Field Artillery Tactical Data System, the
+Apache Longbow, the Kiowa Warrior, and
the Multiple Launch Rocket System were
«performed using date-forwarding rou-
tines. Throughout all White Sands Missile
Range tests, tenant organizations, private
sector firms, and the local communities
“have and been and will continue to be
. involved. White Sands continues to
demonstrate Y2K leadership for the Army.

Finding And Fixing
Embedded Processors

There are more than 25 billion embed-
"ded processors or computer chips world-
_wide, controlling everything from air-

planes, biomedical devices, cars, appli-
»ances, and power plants. An embedded
processor is any computer chip that per-
forms a specific function in a system.
Most embedded processors are not time
or date sensitive. However, embedded
processors function with other embedded
Yprocessors to perform larger tasks.
,Failure of only one embedded processor
can have a devastating ripple effect on a
~System.

To find and fix embedded processors,

seven key steps are required:

* Establish an embedded systems team
*charged with the task responsibility;

* Conduct a thorough inventory of
"items that contain embedded processors;
. " Assess and analyze each embedded

processor as to its compliance status, risk
if not fixed, cost and time to fix, and mis-
sion criticaliry;

» * Determine which embedded proces-
sors to retire, repair, replace, or work
Yaround;

* Formulate a remediation plan taking
cost, schedules, and

priorities;

* Remediate embedded processors,
sdoing the mission-critical ones first; and

* Validate the embedded processors by
«making sure the remediated ones work by
themselves and operate in concert with
‘their larger systems.

The best way to determine if a system
has embedded processors is to check with
the original manufacturer of the system.
With a heightened awareness of the Y2K
problem, most commercial firms address
this concern on their Internet websites.
» To ascertain whether a specific system

January-February 1999

that contains embedded processors is Y2K
compliant is not always an easy endeavor.
For example, most vendors will state that
their Pentium II computers are Y2K com-
pliant. However, one Army organization
that ordered Pentium II personal comput-
ers from a standard Army contract found
that 10 percent of these brand new com-
puters were not Y2K compliant when sim-
ple Y2K tests were conducted. The manu-
facturer did replace the chips at no cost to
the Army; however, the persistence and
resolve of the Army organization in testing
each machine paid off.

Older or unique systems, e.g., heating
and air conditioning systems manufac-
tured by foreign firms and in use on our
bases overseas, may present problems.
Users of these systems might find that the
best course of action would be to replace
the system.

The Army’'s Y2ZK website has links to
many other Y2K websites to include those
of the Office of the Assistant Chief of Staff
for Installation Management and the
General Services Administration, organi-
zations that have done extensive research
on embedded processors. Major Y2K
websites are listed in Figure 4.

Credible Contingency Plans

Although the Army expects to fix Y2K-
related problems by Jan. 1, 2000, there is
the possibility that some systems may not
be ready. This could be connected to test-
ing or fielding delays, late delivery on
Y2K-compliant commercial products, or
other valid reasons. Contingency plans
are required for all Army mission-critical
systems that are not now Y2K compliant.
The purpose of a contingency plan is to
ensure continuity of Army operations on
Jan. 1, 2000.

The General Accounting Office (GAO) has
provided beneficial advice and information

to federal government agencies on a variety
of Y2K issues. In August 1998, GAO pub-
lished Year 2000 Computing Crisis:
Business Continuity and Contingency
Planning (GAO/AIMD-10.1.19). The docu-
ment is a valuable resource in developing
Y2K contingency plans.

One of the most credible DOD contin-
gency plans is that developed by the
Defense Finance and Accounting Service
(DFAS). Its credibility is demonstrated by
the fact that realistic measures have been
taken to ensure that DFAS’ primary mis-
sion is accomplished at the millennium
rollover, that is, military and civilian per-
sonnel and contractors will be paid.

To begin its contingency planning, DFAS
issued detailed guidance to all elements
of its organization and established a Y2K
Contingency Planning Steering Group.
The group identified and evaluated the
critical business processes and systems
under DFAS’ purview.

DFAS then developed risk assessments
for critical systems and critical feeder sys-
tems. Groupware sessions were used to
develop consolidated risk assessments for
core business and core support process-
es. These risk assessments involved delib-
erations on priorities, assumptions, mini-
mum operating capabilities, types of
threats, and contingency strategies.
Foremost in the minds of DFAS executives
was the fact that the driving mission is to
pay people.

DFAS contingency plan assumptions are
neither excessively optimistic nor pes-
simistic. They are based on the belief that
normal operations will experience some
disruption attributable to Y2K.

The first assumption is that all DFAS crit-
ical systems will be Y2K compliant prior
to December 1999. The next assumption
is that problems in areas not under DFAS’
control are expected, e.g., disruptions to

MAJOR Y2K WEBSITES

GAO: http://www.gao.gov/y2kr.htm

Army Y2K Restricted Home Page: hitp:/www.army.mil/army-y2k/Home.htm
Army Year 2000 Home Page: http://www.army.mil/army-y2k
HQDA, ACSIM: hitp://www.hqda.army.mil/acsimweb/ops/y2k.him

GSA: http:/f/www.gsa.gov/gsacio/yr1.htm

* Mitre Corporation: http://www.mitre.org/research/y2k/

+ Information Technology Association of America: http:/www.itaa.org/
DeJagerY2K Information Center: http://www.year2000.com/

Figure 4.
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THE ARMY Y2K DATABASE

frequent basis.

and systems.

Information in the Army Y2K database is used for the following:

» Enhance the Army’s face to the public. OMB, Congress, GAO, and the
media are frequent reviewers of Army Y2K data.

» DOD and Army Y2K accountability. Y2K reports are given weekly to
OSD; the Army’s Chief Information Officer (CIO) reviews progress on a

« Monitoring Y2K programs. Program Executive Officers (PEOs), Program
Managers (PMs), and MACOMs use Y2K data to manage their programs

The visibility of the Army Y2K database requires that all Army reporting organizations
constantly monitor and sample the quality of their data. The Army’s CIO is partnering with
all PEOs, PMs, MACOMs, and HQDA functional proponents to ensure the Army

Y2K database contains the latest, top quality information. Check out your Y2K data.

For assistance, contact the Army Y2K Office at (703) 275-9483/6084 or DSN 235-9483/6084.

Figure 5.

the national infrastructures in telecommu-
nications, electricity, and banking.
Specifically, this could mean that power
problems might occur. Rolling brownouts
with some area blackouts for extended
periods of time may be the norm. U.S.
financial institutions may experience some
problems in the first 3 months of 2000,
but they will remain operationally solvent
because of efforts currentdy underway by
Wall Street, the Federal Reserve Bank, and
the World Bank. There will be problems
with telecommunications; however, these
will be minimized by implementing pre-
ventive measures such as those recom-
mended by GAO and Wall Street for tem-
porarily curtailing operations beginning
Dec. 30, 1999.

DFAS identified the minimum essential
operations required to avoid mission fail-
ure. To minimize disruption to mission-
critical operations, DFAS developed a
number of “zero day” strategies. These
include the shutdown of all computer
operations on Dec. 30, 1999, with a restart
scheduled for Jan. 1, 2000, and the accel-
eration of paydays and the subsequent
notification of customers through leave
and earning slips. Also being considered
is the development of specific memoran-
dums of agreement with service providers
internal and external to DOD, and the acti-
vation of crisis management teams.

DFAS also developed a number of pro-
posals to reduce workload during the crit-
ical period November 1999 to February
2000. Some of these proposals involve
policy and legal changes. For example,
DOD can probably issue moratoriums on
discretionary travel and permanent
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change of station as well as on discre-
tionary personnel actions such as promo-
tions, awards, and new hires. The mili-
tary Services and DOD agencies will be
advised to stockpile mission-essential
items; encourage minimal personnel
actions, e.g., address changes, allotments,
retirements, leave, training, and travel;
and maintain current home or mailing
addresses in the pay/personnel systems.

However, there are a whole series of
policy and/or legal change proposals that
may involve congressional or OMB
approval. These include changing the
dates for open seasons for health benefits
plans, the Thrift Savings Plan, and the
Combined Federal Campaign; changing
the program objective memorandum/
budget cycles; relaxing cash management
policies; changing contract terms; and
reducing contractor billings in December
1999. Proposals for congressional
approval include special tax provisions
for accelerated payments, increased limits
on purchase cards for emergency purpos-
es, relaxing the Internal Revenue Service
deadline requirements for W-2 forms, and
easing requirements for foreign military
sales approvals.

Lastly, DFAS is evaluating strategies for a
worst-case scenario: being unable to
process payments. Strategies being evalu-
ated include pre-positioning of payroll
tapes, printing paper checks, disbursing
emergency cash payments (mainly for
overseas locations), paying Reservists
based on previous month drill perform-
ance, maximizing the use of credit cards,
and delaying contract awards.

The DFAS contingency planning process

is a dynamic one that is constantly being
reviewed and improved by the executive *
leadership of the organization. During
1999, DFAS units will conduct contin-*
gency plan training and perform specific
tests and exercises to see which ones
work and which do not. The bottom line _
is that DFAS is an organization that has
demonstrated dedicated and persistent -
top quality management in ensuring that
its primary missions will not fail when the -
millennium rolls over.

Conclusion .
There are a number of other areas that
require continued leadership and atten-,
tion as the Army completes preparation
for Y2K. First, all Army reporting organi-»
zations must ensure that their portion of
the Army’s Y2K database is timely, accu-
rate, thorough, and logical. A synopsis of
the importance of the Army’s Y2K data™
base is shown in Figure 5. Next, all system _
owners must ensure that their systems are
correctly certified and documented when,
they become Y2K compliant. This is an
essential final management control on the
Y2K process and ensures that due dili-
gence with regard to Y2K has been fol-
lowed by the Army. In addition, all con-
tracting officers should continue to scruti-'
nize contracts, task or delivery orders,,
blanket purchase agreements, or other
contractual instruments to ensure Y2K
contractual language is present. Lastly, all
Army soldiers, civilians, and contractors
should continue to use and contribute to
the Army’s Y2K lessons learned on thev
Army Y2K website so the entire communi-
ty can benefit from their insights. ¥
Y2K is one of the toughest wars in_
today’s information technology environ-
ment. The above-mentioned considera-
tions plus the three magic bullets—well
planned and realistic tests, finding ands
fixing embedded processors, and credible
contingency plans—can go a long way”
toward ensuring that the Army is Y2K
ready for the 21st century. X

MIRIAM E BROWNING is the
Director for Information Manage”
ment in the ODISC4. She bas a B.A,
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Obio State University and an M.S.
degree in information technology
from The George Washington
University. Browning is also @
graduate of the Federal Executive.
Institute, the Army War College, and
the National and International
Security  Program  at  the
Jobn E Kennedy School, Harvard
University. ;
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YEAR 2000

OPERATIONAL
EVALUATIONS

Introduction
The year 2000 (Y2K) problem is one
" of the most pressing challenges facing
the Department of Defense (DOD)
" today. It is my [LTG Campbell] top
, priority. As the world scrambles to deal
with the problem and avoid a crisis at
the dawn of the new millennium, the
Army is committed to ensuring its
systems remain operational. Our task is
. to find and remediate all Y2K problems
that would affect missions across the
+ full spectrum of operations, to include
weapon systems, the sustaining base,
and facilities. At the time this article
was written, the world had 1 year, 1
month, 10 days, 4 hours, and 14
. minutes to deal with this potential
crisis, and the clock is ticking.
As everyone involved in Y2K
remediation knows, the target date for
" implementing Y2K fixes was Dec. 31,
1998. This allowed a full year to resolve
unforeseen problems between the fix
» date and the new millennium. Systems

LTG William H. Campbell
and CPT Shurman L. Vines

that were not corrected by the suspense
date were categorized as “high risk” and
managed accordingly. Although some
systems remain to be fixed and fully
fielded during 1999, most of our 1999
Y2K activity will be devoted to end-to-
end testing as described below
Systems will be evaluated in one or
more of the following categories of
end-to-end test events, details of which
were still in development as of this
writing in late 1998:

* Commander-in-chief (CINC)-led
Y2K end-to-end operational evaluations
of critical mission threads as directed by
the Secretary of Defense. Selected
Army systems and organizations will be
involved.

* Functional Y2K end-to-end evalua-
tions in the personnel, logistics, health
and medical, communications, and
intelligence areas as directed by the
Depury Secretary of Defense. Again,
selected Army systems and organi-
zations will be involved.

Our task is to find and remediate
all Y2K problems
that would affect missions

across the full spectrum of operations,
to include weapon systems,
the sustaining base, and faclilities.

January-February 1999

* Army Y2K end-to-end evaluations of
critical mission threads that were not
evaluated in other tests (e.g., CINC-led
tests). This category includes tests
scheduled ar facilities such as the White
Sands Missile Range in New Mexico,
and the Central Technical Support
Facility (CTSF) at Fort Hood, TX.

Y2K Challenge

One of the most perplexing Y2K
challenges is whether we have found all
of the problems that could affect
weapon systems, because any weapon
system that has electronic components
could be affected. Any program
manager or agency responsible for a
system with embedded micro-
processors (and that's probably most
systems today) has a potential problem.

What needs to be done? The Army must
identify the problems, fix systems, test all
systems end-to-end in their operational
modes, certify systems and information
technology (IT)-controlled devices as Y2K
compliant, and develop contingency
plans to ensure continuity of operations.
To accomplish this, we are executing the
most comprehensive  information
technology project in our history.

When the year 2000 dawns, many
older computer systems, software
programs, communication devices, and
weapon systems will malfunction if they
are not remediated. This is the result of
the nearly universal practice of using
two digits rather than four digits to
designate the calendar year. This old
two-digit date can lead to incorrect
results whenever computer software
performs  arithmetic  operations.
Another complicating factor is the leap
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ABCCC
ABN
ACP

AFATDS
AOE
ARFOR
ASAS
ASLT CP
ASOC
BB

BDE FSO
BDE TAC
BN TOC
BVT

CAV
CISCO
COMSEC
CORPS TOC GSM
CSSCS
CSU/DSU
DES
DISN
DLOS
DRB
E-FES

FA BN
FBCB2
FDC

FDS
FIST

FM
GCCS
GMF

HF

IDNX
IESAS
IMETS
JIC
JSIPS
JSTARS
JTF
JTFX
JTIDS
kbps
MCS
MEFCS
MLRS
MSE
RETRANS
R

SAT

SC

SEN
SINCGARS
SIPRNET
SOF

TAB
TACFIRE
TACP
TACSAT
TADIL

TADIXS
TCC
TPN
TTC
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Glossary

Airborne Battlefield Command and Control Center
Airborne

Assault Command Post

Advanced Field Artillery Tactical Data System
Army Of Excellence

Army Forces

All Source Analysis System

Assault Command Post

Air Support Operations Center

Back Bone

Brigade Fire Support Officer

Brigade Tactical Control Party

Battalion Tactical Operations Center
Battlefield Video Teleconferencing
Command Assault Vehicle

Computer Information Systems Co.
Communications Security

Corps Tactical Operations Center Ground Station Module

Combat Service Support Control System
Channel Servicing Unit/Data Service Unit
Dismounted Entry Switch

Defense Information Systems Network
Dismounted Line Of Sight

Defense Ready Brigade

Enhanced-Force Entry Switch

Field Artillery Battalion

Force XXI Battle Command For Brigade and Below
Fire Direction Center

Fire Direction System

Fire In Support Team

Frequency Modulation

Global Command and Control System
Ground Mobile Force

High Frequency

Integrated Data Network Exchange

Interim Fire Support Automation System
Integrated Meteorological Station

Joint Intelligence Center

Joint Service Imagery Processing System
Joint Surveillance and Target Attack Radar System
Joint Task Force

Joint Task Force Exercise

Joint Tactical Information Distribution System
kilobits per second

Maneuver Control System

Mortar Fire Control System

Multiple Launch Rocket System

Mobile Subscriber Equipment
Retransmission Station

Rivet Joint

Satellite

Single Channel

Small Extension Node

Single Channel Ground and Airborne Radio System
Secret Internet Protocol Router Network
Special Operations Forces

Target Acquisition Batter

Tactical Fire Control System

Tactical Air Control Party

Tactical Satellite

Tactical Data Information Link

Tactical Data Information Exchange System
Troop Carrier Command

Tactical Packet Network

Tactical Telephone Center

Ultra High Frequency

year calculation. Year 2000 is a leap
year. In the Gregorian calendar, leap
years are determined using the
following three rules:

* Years divisible by 4 are leap years,
unless ...

* Years also divisible by 100 are not
leap years, except ...

* Years divisible by 400 are leap years.

Therefore, according to the third rule,
the year 2000 is a leap year. However,
many programmers were unaware of
the rules, so some software will
interpret year 2000 as having only 365 -~
days instead of 366, which will cause
many date-dependent and forward-
referencing systems to fail A
complicating factor for weapon systems
is that many devices, components, and
subsystems have embedded micro-
processors that are subject to the same
Y2ZK problems.

A major concern is embedded
processors. People have said, “My 4
system processes real-time data
measured in nanoseconds, not decades
or centuries, so Y2K is not a problem
for me.” That's the wrong answer. The °
real-time system may not function after |
Dec. 31, 1999, if it has “black
boxes” that have non-Y2K-compliant +
embedded processors. These micro-
processors are in subtle places like
controllers, uninterrupted power
supplies, and preflight equipment. The
first step in handling concerns with .
embedded processors is to determine
where the processors are and whether +
they are date driven. Fixes or
workarounds are not necessarily
difficult after the processors have been
found; but finding them may be a real
challenge, especially in black boxes «
built to a performance specification.
The Army has nearly 459,000 °
information systems and IT-controlled |
devices, but there may be millions of
embedded chips in other systems.

Army YZK Management .
Philosophy

The Army’s approach to fixing the Y2K
problem is similar to successful methods |
used by many other large organizations.
Headquarters, Department of the Army
(HQDA) issues centralized policy and
oversees progress, but system “owners” ™
are responsible for all aspects of
remediation. With decentralized
execution at the operating unit level, ..
program executive officers (PEOs),
program managers (PMs), major
commands, and other system owners
are responsible for fixing, testing, and
ensuring their systems and devices are
Y2K compliant. Y2K is everyone's
business!

January-February 1999
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Operational Testing: Three Levels/Domain Focus ‘\

Figure 1. |

System Interoperability Coordination, Analysis and I
Testing Will Make The Problem Difficult To Solve ‘

Joint C4| Environment |

A n Ar‘my
Enterprise

Figure 2.
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Hut

(Fixed Digital Tech Control)

CISCO 7500 router
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 Routers

Operational Guidance \

In an Aug. 7, 1998, memorandum, |
Secretary of Defense William S. Cohen
wrote, “I have asked the Chairman of’
the Joint Chiefs of Staff (JCS) to
develop a Joint Y2ZK Operational
Evaluation Program and ... Starting witlr |
their next quarterly reports to me, each
of the unified commanders-in-chief
will review the status of Y2K
implementation within his command
and the commands of subordinate
components.”

GEN Joseph W. Ralston, Vicé
Chairman of the Joint Chiefs of Staff
recently stated, “The goal is to view
interlocking systems and data flow
normally seen during our wartime or
peacetime operations in a simulated |
Y2K environment ... to ensure our|
readiness and mission accomplishment |
will not be hampered by Y2K problems |‘
.. to assure the warfighters that their |

- CSU/DSU

« FCC-100/IDNX « COMSEC
« HP Openview « BVT

Figure 4.
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key mission critical systems will not fail |
due to Y2K perturbations, as isolated |
systems or as part of the interconnected |
systems  environment in  which |

|
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JTFX-98 Special Circuits
JTF
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JTF TSC-85B
¥ 256 kbps
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— _104A l'ligho-;p;ed High-speed FCC-100 =
- o m modem atc
e S il
; (XVIIl ABN CORPS HAS THREE DEPLOYABLE GCCS TERMINALS)

'warﬁghting and peacekeeping missions
are conducted.”
Dr. John J. Hamre, Deputy Secretary
of Defense, wrote in an Aug. 24, 1998,
'memorandum, “Each Principal Staff
Assistant (PSA) of the Office of the
Secretary of Defense (OSD) must verify
that all functions under his or her
rpurview will continue unaffected by
Y2K issues. Plans for Y2K-related end-
to-end testing of each process within
Jthe following areas must be provided to
me by the designated OSD PSA ...:

' +Logistics, Personnel, Health/Medical,

Communications and Intelligence.”
o

HQDA Position

The HQDA position is that end-to-end
Jesting of mission-critical systems is
essential to ensure continued
-operations during the year 2000
transition. Figure 1 shows the three
flevels of required testing, and Figure 2
shows the complexity of this
undertaking. Individual systems are
@mow being tested by DOD components
(military Services and Defense
agencies). After these tests are done,
system interfaces must be tested among
systems in their actual operational
environment or in an appropriate
laboratory or at a test range.
»The primary purpose of functional
testing is to provide a functional risk
‘assessment of mission-critical systems
Jin the Y2K environment. This will be
accomplished by verifying that mission-
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Figure 5.

will continue to
function, verifying that interfaces
(including joint = ones) bertween
individual and networked systems
allow continuous operations, and
verifying the effectiveness of contin-

gency plans.
System Certification

Individual system owners certify
systems by following the Certification
Checklist in the DOD Y2K Action Plan.
Those systems identified as mission-
critical require certification at the
General Officer or Senior Executive
Service level and must include interface
agreements. Based on input from
system owners, HQDA reported to OSD
those mission-critical systems that are
yet to be validated as Y2K compliant
along with timelines for expected
validation of these systems. It is critical
that system owners manage compliance

critical systems

closely and meet the projected
certification dates.
Functional End-To-End

Assessments

The functional end-to-end assess-
ments in the logistics, personnel,
intelligence, communications, and
health and medical areas will focus on
verifying critical mission threads for
both the Active and Reserve forces. The
events and facilities supporting these
assessments should provide a
controlled, repeatable environment to

facilitate the discovery and fix of
unknown Y2K problems. Although
final plans are not yet available, we
expect that these tests will be
conducted using tailored scenarios and
notional databases to avoid corrupting
live data.

CINC-Led Evaluations

The Army will support CINCs in Y2K
operational evaluations in accordance
with OSD and JCS guidance. Although
the plans are not yet complete, we
anticipate testing the interfaces of
weapon systems; command, control
and communications (C3) systems; and
intelligence systems. The participating
Army units will be the components of
the unified commands. We anticipate
testing the components’ go-to-war
architecture. For example, Figures 3
through 5 show the tactical C3 systems
and interfaces we would test at the
XVIII Airborne Corps, to include the
Power Projection Joint Task Force (JTF)
Compound, its data hut, and special
circuits. These are excellent examples
of the equipment that needs to be
tested in the operational end-to-end
assessments.

Army-Led Evaluations

The concept for Army-led evaluations
is to conduct end-to-end tests of
interfaces not tested in other
evaluations (e.g., the CINC-led Y2K
exercises). We will use a scripted “Time

Army RD&A 11




Mission Thread: Fire Support Operations
1. Identify Mission Threads 2. Systems that support AOE Mission Threads i
~ Chack Fire AFATDS, ASAS, FAADC2, CSSCS, SINCGARS, MSE,
IFSAS, FDS, Firefinder, Paladin, Q36, TQM 41,
— Call for Fire IMETS, OH58D
— Observer Mission Update .
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Ordered Events List” to test critical
interfaces and date-related processes.
We anticipate leveraging opportunities
like revalidating missiles in periodic test
shots of in-stock missiles, and
comprehensive C3 Y2K tests with
soldiers in the CTSF at Fort Hood, TX,
in June 1999. This will reduce costs and
the impact on personnel tempo.
Tactical interfaces or mission threads
will be tested end-to-end, (e.g.,
FIREFINDER Radar to Advanced Field
Artillery Tactical Data System (AFATDS)
to Battery Computer System (BCS);
Airborne Warning and Control Station
(AWACS) to Forward Area Air Defense,
Command, and Control Intelligence
System (FAADC2) via Joint Tactical
Information  Distribution  System
(JTIDS); Joint Surveillance and Target
Attack Radar System (JSTARS) to Global
System for Mobile Communication
(GSM) to All Source Analysis System
(ASAS)). These tests will be conducted
in laboratories, motor pools, the CTSF,
or other facilities where we can set up a
test environment of systems like those
shown in Figure 6.

Process Manageinent

PEOs and PMs have a crucial role in
managing this process. They should
personally participate in and approve
changes to the Y2K database and use it
as a management tool. They must
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Figure 6.

ensure all critical systems, other major
systems, and go-to-war systems in the
other category have an accurate record
in the database. This will provide
visibility to CINCs and components
asking about status. They should also
ensure all interfaces and mission
threads are defined and test plans are in
place, and that contingency plans are
written for systems in the Army Y2K
database.

Conclusion

Our success in meeting the Y2K
challenge is critical to the Army’s
success at the start of the new
millennium. The Army’s ability to
shoot, move, and communicate
depends on the effectiveness of its
information systems and networks. We
know what needs to be done and we
know the time constraints. Throughout
America’s history, our Army has
demonstrated the ability to meet any
challenge. The Y2K problem will be no
different. We have the backing of our
senior leadership; we have the
expertise; and our people have the will
to succeed. The key to success will be
the function of how well we exercise
“due diligence” in managing the
remediation processes.

LTG WILLIAM H. CAMPBELL is the
Director of Information Systems
for Command, Control, Communi-*
cations and Computers. He bolds
a B.S. in business administration
[from Saint Norbert College and an’
MBA in automated data proc-
essing from Texas Technical
University. He is a graduate of the”
Military  Intelligence  Officer.
Advanced Course, the Command
and General Staff College, and the
Naval War College.

CPT SHURMAN L. VINES is the
Assistant Executive Officer and
Speechwriter for LTG Campbell. He.
is a distinguished military grad-
uate of Alabama AEM University
and bolds a B.S. in engineering.
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THE U.S. ARMY
MEDICAL COMMAND’S CURE
FOR THE MILLENNIUM BUG

Introduction

Although the U.S. Army Medical
Command (MEDCOM) is very familiar with
such biological bugs as the flu and the
common cold, the millennium bug is unlike
any other bug Army medics have had to
cure. The millennium bug is also known by
other names such as the year 2000 problem,
or Y2K for short. And unlike biological
bugs, the millennium bug infects computers
and other electronic equipment that rely on
two digits rather than four digits to
represent the year. Like other users of
information technology in the federal
government and industry, medical system
programmers wrote code for software
programs for many years using the
YYMMDD coding convention to identify the
year, month, and day. Unfortunately, when
Jan. 1, 2000, arrives and the YYMMDD
coding convention is used, computers will
translate 000101 to mean Jan. 1, 1900,
causing errors and unpredictable results.

Since the 1960s, the military medical
community has steadily become more
reliant on integrated information
technology and automation systems to
provide the very best medical care to
military personnel and their families.
Among the many major automation systems
used in MEDCOM are the Composite
Health Care System, the Theater Army
Medical Management Information System,
and the Computer Assisted Processing of
Cardiograms. These are used in hospital
operations, medical logistics management,
and cardiac monitoring.

Computer processors are also used
extensively in hospitals and other medical
facilities to perform routine tasks such as
regulating heating and cooling, or
distributing power. Biomedical devices are
used for such tasks as monitoring a patient’s
vital signs and controlling the flow of
intravenous fluids. Many of these devices
also contain microprocessors that could be
infected with the millennium bug, or
interface with other automation devices that
could be infected, thereby posing a risk to
patients.

Directives from the Secretary of Defense,
the Secretary of the Army, the Army Chief of
Staff, and The Surgeon General of the Army
all mandate that the millennium bug not be
allowed to pose a risk to any critical
Department of Defense (DOD) function. In
response to this mandate, MEDCOM is
applying systematic procedures to identify
systems that could be infected by the
millennium bug and then cure the problem.
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To do this, MEDCOM has established
priorities, timelines, and methods to modify
and test the information systems it relies on
for quality health care. For the well-being of
patients, this is a high priority and critical
responsibility that MEDCOM takes seriously.

Millennium Bug Checkup

MEDCOM has thousands of automated
medical information systems, medical
facility systems, and biomedical devices that
rely on computer software and hardware
that could be infected by the millennium
bug. MEDCOM'’s straregy for dealing with
the millennium bug is to perform a medical
checkup comprising three functional areas:
Army Automated Information Systems,
Army Medical Facilities, and Army
Biomedical Equipment. The checkup
process follows the fundamental DOD
precept of centralized planning and
decentralized execution. This methodology
affords MEDCOM maximum flexibility and
the optimum means to implement
solutions.

Information Systems

Relative to centralized planning, the
management strategy for automated
medical information systems is the
responsibility of the DOD Health Affairs Tri-
Service  Infrastructure  Management
Program Office (TIMPO) located at Fort Sam
Houston, TX. According to its May 27,
1998, Guide for Assessing Military Health
System  Infrastructure  Year 2000
Compliance, TIMPO follows the standard
management strategy of the Department of
Defense Year 2000 Management Plan. The
DOD five-phase methodology uses the
Awareness,  Assessment, Renovation,
Validation, and Implementation Phases to
provide an incremental process for the
millennium bug checkup and cure of
automated information systems. The
purpose of the Awareness Phase is to
promote Y2K awareness throughout
MEDCOM. As such, during this phase,
MEDCOM units inventory all systems,
identify all their critical systems, assess each
for millennium bug risks, develop strategies
to address each risk, prioritize systems for
fixing, and develop their contingency plans.
The Renovation Phase requires MEDCOM

to replace, repair, or terminate systems to
ensure Y2K compliance. Validation Phase
activities include testing all systems for Y2K
compliance and performing independent
verification of all tested systems. Finally,
during the Implementation Phase,
MEDCOM will deploy renovated systems.

TIMPO's guidance applies to all
automated medical information systems
and network components that are used in
military health system facilities. This
includes all computer hardware, office
automation software, network operating
systems, and network components. The
critical deadline to inventory and determine
the year 2000 compliance of all automated
medical information systems was Nov. 30,
1998. The deadline to replace mission-
critical, non-YZK-compliant systems was
Dec. 31, 1998. The deadline to replace
nonmission-critical, non-Y2K-compliant
systems is March 31, 1999. By October
1998, MEDCOM had successfully met its
target dates for both the Awareness and
Assessment Phases, and the Renovation
Phase of the DOD Y2K management
strategy was well underway.

To assist its customers, TIMPO provides
more information at its Y2K Knowledge
Center on its website at http:/www.
timpo.osd.mil/yZk/. In addition to
guidance, the TIMPO website provides Y2K-
compliant manufacturers’ lists, links to
other Y2K websites, links to infrastructure
vendors, and links to manufacturers’
websites that offer information about fixes
for non-Y2K-compliant equipment.

Medical Facilities

MEDCOM operates dozens of hospitals,
laboratories, clinics and other medical
facilities in CONUS, Central and South
America, Europe, Asia, Africa, and the
Pacific. Furthermore, MEDCOM operates
three major Army installations at Fort Sam
Houston, TX; Fort Detrick, MD; and Walter
Reed Army Medical Center, Washington,
DC. Responsibility for centralized planning
for the medical facility millennium bug
checkup is assigned to the MEDCOM
Assistant Chief of Staff for Installation,
Environmental, and Facility Management.
His guidance for the millennium bug
checkup and cure for medical facilities was
provided in the April 29, 1998, MEDCOM
memorandum, “Guidance for Assessment,
Inventory, and Compliance Efforts on
Facility Related Devices for Year 2000 (Y2K)
Impact.” The responsibilities to execute this
guidance and to detect and cure the
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millennium bug are tasked to the facility
director or manager at each hospital,
laboratory, clinic, or other medical facility.

Unlike the five-phase approach used for
automated medical information systems,
the procedure for facility compliance
encompasses the following four steps:

* Step 1: Inventory facility devices and
report the status of Y2ZK compliance
assessment.

= Step 2: Estimate the cost to repair or
replace nonY2K-compliant equipment.

* Step 3: Develop an action plan and
obtain funds for repair or replacement of
non-<Y2K-compliant equipment.

s Step 4: Meet the completion date for
replacement of nonY2K-compliant equip-
ment.

The deadline to complete all four steps of
the millennium bug checkup and to replace
or repair facilities was Dec. 31, 1998, for
mission-critical systems, and March 31, 1999,
for nonmission-critical systems. To
complete this requirement, commands
accessed “toolbox” contracts (time and
materials contracts that provide options to
be used as needed) by contacting the
MEDCOM's Sustainment Division Technical
Assistance Team. Additional Y2K facility
information was also provided by the U.S.
Army Engineering and Support Center,
Huntsville, AL, via its website at
http://www.hnd.usace.army.mil/omee/
y2k.htm.

Biomedical Devices

Probably the greatest concern to patients
and MEDCOM is the millennium bug
checkup and cure for biomedical
equipment, The U.S. Army Medical Materiel
Agency (USAMMA) at Fort Detrick, MD,
provides centralized planning for the
millennium bug checkup and cure for all
Army biomedical equipment. In its April 3,
1998, guidance memorandum, “Biomedical
Equipment Year 2000 (Y2K) Compliance
Policy,” USAMMA notes that it uses a five-
stage compliance plan to check up and cure
the millennium bug. Similar to the five
phases used for automated medical
information systems, the five stages for
biomedical equipment are Assessment,
Validation, Reporting, Implementation, and
Certification.

Execution of the millennium bug checkup
is performed by Y2K Biomedical Equipment
Compliance Responsible Officers who are
appointed by their command. To protect
patients,  stringent timelines were
established to validate Y2K compliance of
current biomedical equipment. To assist
MEDCOM facility personnel in their
millennium bug checkup, USAMMA created
a centralized database in the Army Medical
Department Property Accounting System
that contains manufacturers’ Y2K
compliance responses to potential
problems.  This corporate approach
reduces duplication of effort at local
activities and helps prevent confusion in
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obtaining information. USAMMA policy
requires commanders to remove all infected
biomedical equipment from service before
March 31, 1999.

To assist in the identification and
verification of biomedical equipment that is
vulnerable to millennium bug infection,
FDA established a website containing
valuable information. The FDA Federal Y2K
Clearinghouse is accessible at http:/www.
fda.gov/cdrh/yr2000/year2000.html.

The assessment of systems that were
vulnerable to millennium bug infection
required extraordinary efforts by all
MEDCOM organizations. Altogether,
MEDCOM examined more than 42,000
automated information systems, 750 facility
systems, and 121,000 biomedical devices.
Results from the assessment surveys
indicated that between 4 and 5 percent of
the total devices examined were infected
with millennium bug problems that
required the replacement of the equipment.

Millennium Bug Risks

In spite of MEDCOM’'s best efforts,
preparation is still needed for a contingency
plan in case a system fails on Jan. 1, 2000.
For example, a system that MEDCOM tested
and renovated could fail or a system that
was outside the MEDCOM system but
remotely connected could disrupt medical
activities. In the face of such risks,
MEDCOM must rely on continuity of
operations plans (COOP) and contingency
planning. COOPs provide MEDCOM
activities a means to identify known or
suspected millennium bug wvulnerabilities
and develop contingency plans that will
overcome or mitigate unanticipated
disruptions. COOP development is the
responsibility of MEDCOM unit
commanders. In March 1998, the General
Accounting Office provided guidance,
GAO/AIMD-10.1.19 “Year 2000 Computing

Crisis: Business Continuity and
Contingency  Planning,” to  assist
commanders.

Because of the very nature of medical-
related issues, medical legal liability poses
additional risks for MEDCOM that do not
occur in other Army activities. The
additional legal costs that could result from
millennium bug failures in medical
operations also increases the need for
MEDCOM to deal with the millennium bug,
An article by Warren Reid, “2001: A Legal
Odyssey; The Year 2000 Millennium Bug
and You (And You Thought OJ's Trial was a
Circus??),” at  http://www.year2000.
com/legal.html discusses the liability issues
resulting from millennium bug disruptions.

In developing their COOP and prioritizing
risk management actions, MEDCOM
commanders at all levels must perform
critical path analyses that address liability
issues to ensure actions for medical systems
are undertaken first. Furthermore,
MEDCOM commanders must fully
document their support data for alternative

solutions and be prepared to document
millennium bug disruptions when they
oceur.

MEDCOM is striving to make absolutely
certain that devices such as anesthesia
machines, infusion pumps, and ventilators
are free of the millennium bug. The real
challenge, however, is to determine if these
devices have problems because of
embedded computer chips. Another
concern is that some manufacturers of
medical equipment do not even know
whether their devices will malfunction in
the early minutes of 2000. As a last line of
defense, MEDCOM commanders must rely
on Y2K emergency medical response teams.
These Y2K “SWAT” teams are there to
ensure that vital life-sustaining equipment
does not falter, and the transition to 2000
does not include any life-threatening
millennium bug disruptions.

Conclusion

The millennium bug is a serious concern
for MEDCOM and poses a potential
disruption to U.S. Army medical activities.
However, during the past year, MEDCOM
made significant progress in protecting
patients and preventing potential
disruptions to medical operations. This was
achieved through checkup and cure
procedures for the millennium bug.

Guided by the DOD precept of centralized
planning and decentralized execution,
several DOD and MEDCOM organizations
provided a millennium bug management
strategy and are assisting with the checkup
of medical information systems, facilities,
and biomedical equipment. In addition,
MEDCOM commanders are responsible for
implementing the cure for any potential
problems thar are found. By following this
approach with total confidence in the ability
of its personnel to ensure the best of care,
MEDCOM hopes to immunize itself against
millennium bug infection and implement a
cure for any Y2K illness the MEDCOM might
contract.

LTC JAMES B. CROWTHER is the
Director for Information Manage-
ment/Information Technology at
Headgquarters, U.S. Army Medical
Research and Materiel Command,
Fort Detrick, MD. He bolds a B.S in
business  administration  from
Trinity University, an MBA from the
University of Texas at San Antornio,
and an M.S. in systems engineering 1
Jrom George Mason University. He is
Level I certified in program
management, and bas substantial
experienice in medical information
mandagement.
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| Introduction
.~ The U.S. Army Corps of Engineers
l (USACE) is used to anticipating and
responding to potential threats from a
. wide variety of man-made and natural
. disasters (e.g., hurricanes, floods,
I earthquakes, and blizzards). In 1996,
however, USACE identified a threat
- greater than any disaster experienced to
| date—the year 2000 (Y2K) date change
© and its potential impact on all automated
b information systems. Unlike previous
. disasters, this one would be worldwide
. rather than local, and involve
. infrastructure that is difficult to
~ conceptualize, technically complicated to
- find, and complex to test. The challenge
" to USACE was and continues to be
ensuring its customers receive
- uninterrupted service through the turn of
? the century.

Initial Evaluation
Early planning for meeting the Y2K
+ challenge involved identifying susceptible
systems and equipment. As the list grew,
* however, so did our understanding of the
complexity of the situation. The myriad
 systems, connections, and processes we
discovered geometrically compounded
. the problem. Management realized that a
. detailed strategic plan was needed, as was
an immediate effort to increase awareness
|wof the potential risk throughout USACE.
Management also realized that the effort
could not be extended and would have to
be completed by Dec. 31, 1999, to
" ensure USACE’s continued operation on
| Jan. 1, 2000.
. Strategic planning revealed that there
. were two primary areas of threat: facilities
and systems now in place, and those
+ being procured. Systems in place
. included everything USACE had ever built
" or received from others for operation.
|
]
1

DOD Guidance

The Department of Defense (DOD)
initiated parallel efforts by all Services,
i '_with a high degree of coordination and
information sharing in common areas of
. concern. DOD directed all elements to be
j responsible for their current assets and to
* avoid duplication of effort at individual

facilities. DOD devised a five-phase Y2K
* management plan to ensure consistency
_and efficiency throughout DOD. These
| five phases are Awareness, Assess-
1,,, ment, Renovation, Validation, and
Implementation.

e

. Strategies

1 With responsibility for facilities on the
Army's camps, posts, and stations

" kassigncd to the Assistant Chief of Staff for

»

Installation Management, USACE
narrowed its focus to the facilities USACE
% operates and maintains (mostly those in
the civil water resources arena) and to the

~ USACE procurement infrastructure.

.
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USACE rerained a commitment, however,
to support other elements of the Army
and the other Services if requested.

The USACE facilities strategy was
tailored to its water resource mission, and
the procurement strategy was directed at
all procurement efforts regardless of the
funding type or end use. Both strategies
were implemented on concurrent
timelines and assigned to the Directorate
of Information Management (IM) at
USACE  Headquarters for overall
coordination, in accordance with DOD
policy. Each agency's chief information
officer is responsible for his or her Y2K
effort. The IM Directorate turned to the
Civil Works Directorate as the center of
expertise for the water resource mission
and to the Principal Assistant Responsible
for Contracting as the expert for all
procurement efforts.

Facilities Strategy

Because of the wide geographic
distribution of facilities and offices within
USACE, a central website (www.usace.
army.mil/inet/functions/im/ceimp/y2k.
html) was established to ensure access to
all guidance. The website provides a
forum for comments and lessons learned
as the Assessment and Renovation Phases
of the management plan progress; a
speedy route for upward reporting to
DOD, the Department of the Army, and
USACE management; and a source of
information for customers conducting
their own Y2K verification.

USACE identified water resources
business functions where Y2K could pose

problems. These include construction
and operation of locks, dams, and other
structures along the navigable waterways
of the United States; dredging operations
to maintain inland waterways and coastal
harbors; and hydropower facilities, water
control structures, and reservoirs (USACE
is the fifth largest power producer in the
United States, selling power from its dams
via commercial vendors and area power
distribution grids). The responsibility for
operating these infrastructure compo-
nents is assigned to the Civil Works
Operations Division, which provides
management, supervision, and fiscal
oversight to the 8 USACE divisions and 38
districts that actually operate the projects.

USACE began the Y2K compliance
process for its facilities and business
practices by determining the scope of
work needed to assess its infrastructure.
Feedback from all levels verified the need
for consistency in reporting, and
highlighted the need to define all terms,
particularly “embedded controller” and
“Y2K susceptible processes.” An
embedded controller is any computer
chip with code-based or clock-based
firmware that produces a time-derived
output command to activate any other
device. The intent behind use of
embedded controllers is to reduce
manpower needs and improve efficiency;
therefore, these controllers lack human
accessible input/output capabilities.

A piece of equipment or a system is
susceptible to a Y2K problem if its
effective operation is dependent on a date
or time. For example, if a computer

Army RD&A 15




This navigation lock is one of more than 275 owned and/or operated by USACE.
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“thinks” a maintenance date is overdue, it
can shut down the associated system.
Some of the more modern emergency
generators and elevators operate in this
manner. By focusing on these elements,
USACE was able to categorize its process
of searching for potential device failures.

USACE was also able to identify similar 4

devices in all parts of the country and
include them in its periodic maintenance

program.

Water Resources

Strategies in the USACE water resources
mission, however, focused on far more 4

than controllers. Y2K susceptible

processes could potentially include any

process using electronic devices having
clock chips, basic input/output system,
software with date-recognition features,
data processing capability, or data fields.

(!
&

USACE has located more than 19,500 _

electronic devices requiring detailed

inspection. In addition, approximately 4

178,200 devices related to information

systems and information technology *

oversight were identified. At the end of
September 1998, about 60 percent of all
devices were Y2K compliant; 15 percent
were in some interim stage of verification
or repair; and about 25 percent of the
total devices had not yet been checked,
burt all were scheduled to be compliant by
December 1998. Current information on
USACE progress can be found on the web
page previously cited.

Navigation

<

3

=

None of the navigation business centers |
operating the locks and dams on USACE's |

12,000 miles of waterways, such as the
Mississippi and Ohio Rivers, use
embedded processors for control
functions. Lock operation controls are all
capable of manual override and manual
operation, reducing the risk of impact™

from the century change. Navigation |

facilities have current emergency
operating procedures for cases such as
power outages, ice storms, and floods.

|
'

These plans generally call for additional «

personnel at the site to overcome the
emergency conditions and to continue*
facility services without interruption.

These plans were found suitable for the ¥

century rollover event without change.

years ago to reduce the workforce, they
can be operated manually, if necessary. 4

Hydropower

|
\

3

b
Although automatic processors were |
introduced by management about 15 .0

USACE also found that its hydropower

systems do not use embedded controllers *

for control functions and are all capable !
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. essential equipment

of manual override and manual
operation. Connectivity to the power
grid and the customer, however, could be
a complication since the non-USACE
owned systems could include embedded
controllers that could fail, causing a
disruption of power even though the
USACE facility remains online. We are
currently working with the Bonneville
Power Administration (a Department of
Energy operating unit), the Bureau of
Reclamation (a Department of the
Interior operating unit), and commercial
power distributors to test interconnected

. systems for Y2K compliance. Systemwide

tests are currently being planned as a step
to a higher level of assurance.

Greatest Vulnerability

Water control systems are potentially
USACE's greatest Y2K vulnerability. So
far, no mission-critical failure modes have
been identified for embedded processors.
All controls are capable of manual
override and manual operation; however,
ensuring the availability of the increased
number of trained personnel to
accomplish this manual operation will

2

require careful planning.
»

Key Factors

Two key factors in USACE's assessment
process are communication with
customers and risk-level judgment. In
particular, USACE saw a need to
communicate with its business partners
and customers whose systems—such as
power grids, navigation equipment, and
“water control instrumentation—are
connected to its facilities and who use
extensions of its systems for product
delivery, requiring interface and effective
backup systems.

Relative to the second factor, risk-level
judgment, USACE has evaluated what it
“believes to be the most important devices
first, and saved the controllers in less
(such as video
cassette recorders and photographic
equipment) for last. In addition to
focusing the evaluation on items of high

. importance, risk-level judgment also

» concentrates  repair  dollars  and
manpower on the technical attributes of
~ the systems rather than on ways to avoid
Y2K litigation.
In the end, final implementation of
_ procedures will involve reliability tests for
USACE systems as well as interconnected
 sommunications and delivery networks.
Testing will confirm compliance and
identify “eccentricities” of the millennium
rollover and leap year.

Procurement Strategy

The procurement strategy involves

January-February 1999

Typical control panels in a hydroelectric powerhouse. USACE produces
about 24 percent of the nation’s hydropower.

contracting controls to ensure that
noncompliant systems do not get into the
USACE inventory. This requires an
assortment of measures affecting all types
of contracts, including service contracts
for architectural and engineering design

work, inspections, construction, and
small purchases.
The first priority was to require

compliant devices for designs currently in
progress. USACE issued Engineer
Technical Letter 1110-3-492 to provide
guidance on YZK compliance in
specifications and drawings for new
facilities. In concert with this action, we
directed all contracting offices to
incorporate the new Y2K contract clauses
mandating contractor compliance into
existing and future contracts. We then
issued a construction bulletin providing
guidance on acceptance of work and
verification of Y2K compliance in all new
facilities. This guidance applied to all
purchases—from small items using
government credit cards to the largest
turbine engines and generator units for
hydropower plants.

Conclusion

What are some of the factors that
contributed to USACE’s success in dealing
with the Y2K problem thus far? First,
tailoring the DOD Y2K management plan
to USACE’s business functions resulted in
a series of effective decisions. Second,
transmission of accurate data and using
the Internet resulted in timely decisions
and gave us the ability to see the impact of
these decisions and other guidance in a
short period of time. Finally, recognition

of the current emergency operations
plans as applicable to the century rollover
event complemented USACE processes
and increased the confidence of minimal-
to-no customer impacts.

USACE has by no means finished its
process of preparing for Y2K, but we are
confident that when Jan. 1, 2000, dawns,
our systems will be ready for the next
8,000 years of operation.

KENNETH E. BUCK is the Chief
Consstruction Branch for the Civil
Works Directorate at USACE
Headqguarters. He bas bachelor’s
degrees in mathemeatics and civil
engineering from Si. Benedicls
College, Atchison, KS, and Kansas
State University, respectively. He
bas an MS. degree in
administration from  Central

Michigan University. A member of

the Army Acquisition Workforce, he
is a graduate of the Army
Management Staff College and a
member of the Society of American
Military Engineers.
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CECOM Y2K WEAPON SYSTEMS |
MANAGEMENT PROGRAM !

Introduction

The U.S. Army’s ability to shoot, move,
and communicate relies heavily on the
mission-critical systems managed by the
U.S. Army Communications-Electronics
Command (CECOM). If the Army’s
weapon systems computers were to fail at
the beginning of the year 2000 (Y2K),
Army operations at all levels could be
impacted by the incorrect processing of
data, corrupted databases, or even by
massive system failures. In rturn, this
impact could result in such problems as
weapon systems failures, delays in supply
shipments, faulty inventory forecasts,
unreliable budget estimates, and
erroneous personnel-related information.
The Y2K problem could also lead to a
degradation of the Army’s ability to
maintain combat readiness by seriously
slowing down or curtailing its ability to
sustain the warfighter’s vital supplies and
information.

The Y2K Problem

Myron S. Samuel
and SFC Roxie Blackmon

dates are recorded, computed, and
transmitted in automated information
systems. For the past several decades,
systems have typically used two digits to
represent the year, to conserve electronic
data storage, and reduce operating costs
(e.g., 97 representing 1997). With this
two-digit format, the year 2000 is
indistinguishable from the year 1900, and
the year 2001 is indistinguishable from
the year 1901, and so on. As a result of
this ambiguity, systems or application
programs that use dates to perform
calculations or to sort may generate
incorrect results when they are working
with years after 1999.

This seemingly minor problem
represents a potential threat to the Army

important missions. Presently, no one
can determine with absolute certainty
the impact of this change-of-century
event on Army and CECOM mission
capabilities. Attacking the Y2K problem |
is a top priority for every Army and
CECOM organization. It should be
noted that the Y2K problem is not
limited to automated information and
weapon systems; the problem includes
every entity that relies on a4
microprocessor, i.e,, medical equipment,
elevators, building entry control systems,
street lights, fire suppression systems,
and many other systems. For the Army,
resolving the Y2K problem is a
significant management challenge 1
because all mission-critical systems rely &
on computers to carry out aspects of all
operations, and time for completing Y2K |
fixes is rapidly running out.

c—aa —a

Action Plan ﬂ
In November 1996, recognizing theu
critical nature of the Y2K problem, d

The Y2K problem is rooted in the way  and CECOM in sustaining their the Commanding General, CECOM,
PHASES TARGET COMPLETION DATES i
Define the Year 2000 problem and gain executive I
level support and sponsorship. Establish Year 2000 |
| Awareness | program team and develop an overall strategy. 31 Dec 96
Ensure that everyone in the organization is fully
aware of the issue. t
Assess the Year 2000 impact on the enterprise.
identify core busii areas and pi 545,
inventory and analyze systems supporting the core
| Renovation l business areas, and prioritize their conversion or 30 Jun 87
pla t. Develop contingency plans to handle N
data exchange issues, lack of data, and bad data.
Identify and sacure the necessary resources.
T S T e L e S NN ¥ o R A R B A - N
Program Convert, replace, or eliminate selected platforms, i h
R R |
———————————————————————————————————————————— — I
Test, verify, and validate converted or replaced
platforms, applications, databases, and utilities.
Test the performance, functionality, and integration
Validation of converted or replaced platforms, applications, 30 SEp 98 "N
= i databases, utilities, and interfaces in an operational |
environment. )
Implement converted or replaced platforms,
applications, databases, utilities, and interfaces.
Implementation Implamant dafa sxchiarigs contingsncy plans; I 31 Dec 98
necessary.
o
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Figure 1.
Phase approach to Y2K remediation.
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established and chartered the Project
Manager (PM) for Y2K as the principal

the Army (DA), the U.S. Army Materiel
Command, other project managers, and
all CECOM activities worldwide to ensure
the integration of all Y2K remediation
efforts. The primary focus of the CECOM
PM for Y2K is the planning and
management oversight of all CECOM
efforts. This planning and management
" strategy is documented in the CECOM

i
| Project Year 2000 Change of Century

|

. Contingency Planning,”

Action Plan, which parallels the DA Year
2000 Action Plan. Through the CECOM
action plan, processes and procedures are
in place to ensure the successful
transition of operations into the next

Jemillenium.

Other excellent management plans exist
for those interested in delving deeper into
the subject. One comprehensive source of
information can be found in the
Department of Defense (DOD) Year 2000
Management Plan, dated June 1998,

. published by the Office of the Assistant
Secretary of Defense (Command, Control,
Communications and Intelligence). Part
of the DOD Year 2000 Management Plan is
a General Accounting Office Exposure

. Draft entitled, “Year 2000 Computing

Continuity  and
dated March

Crisis: Business

1998.
referenced DOD Year 2000 Management
Plan, each military department has its own

In addition to the previously

tailored to the needs of the individual
Service, e.g., DA and CECOM action plans.

1
r management or action plan, which is

b
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Figure 2.
Management process.

CECOM’s approach to resolve its Y2ZK
problem uses the five-phase approach
that is being applied throughout the
Army, DOD, and most government
agencies, as presented in Figure 1.

The management process associated
with the implementation of the five-phase
approach is illustrated in Figure 2.
Following the Assessment Phase, a
decision was made as to whether systems
were Y2K impacted. If an impact was
identified, system replacement or
retirement constituted a resolution to the
¥Y2K problem since the system would be
removed from the field prior to year 2000.
If the system required remediation, the
process would proceed with the
Renovation (fixing), Validation, and
Implementation Phases. If the system was
not impacted by the Y2K problem,
validation and certification of this
condition would constitute completion of
the process.

Scope Of Management Effort

The CECOM Y2K management effort
encompasses the following major areas:

* Automated information systems,
which encompass standard business
systems such as the Commodity
Command Standard System, the Standard
Depot System, and the Army COMSEC
Commodity Logistics Accounting
Information Management System. This
area also includes those unique and
bridging systems that implement special
CECOM mission requirements.

e Infrastructure, which includes
desktop personal computers, peripherals,

commercial off-the-shelf equipment,
e-mail, networking, mini and mainframe
computers, and telecommunication
devices;

* Weapon systems, which include
strategic and tactical systems currently
used by the warfighter in the field and
future systems under development; and

* Facilities, which include heating,
ventilation, air conditioning, traffic lights,
fire alarm systems, elevators, intrusion
detection systems, and inventory
scanners.

Magnitude Of Y2K Effort

The magnitude of the CECOM Y2K
management effort can be summarized
with a few brief statistics. CECOM
manages more than 300 weapon systems
representing approximately 890,000
inventory items; more than 1,000
automated information systems
representing approximately 31 million
lines of code; approximately 140,000
infrastructure items; and in excess of 900
facilities inventory items. As of Sept. 30,
1998, most of the inventoried items have
been fixed (Renovation Phase); most of
the systems fixed have been validated
(Validation Phase); and most of the
validated files have been implemented
(Implementation Phase). CECOM and
the Army must and will ensure that every
inventoried item is operable into the next
millenium so that the warfighter is
guaranteed successful operation of all
systems.

Conclusion

While the magnitude of the numbers of
systems and inventory items listed in this
article presents a significant management
challenge, CECOM expects no problems
in meeting Y2K goals and objectives.

MYRON S. SAMUEL, prior to bis
retirement, was the CECOM PM for
Y2K and Deputy Director for
Operations in the CECOM Software
Engineering Center. e bas a B.S.
degree Jfrom Northeastern
Universily and a masler’s in
business administration from
Fairleigh Dickinson University.

SFC ROXIE BLACKMON was a
Senior Software Systems Analyst in
the CECOM PM for Y2K Office when
this article was written. She is now
assigned to the Joint Systems
Security Division of the Defense
Information Systems Agency. She is
currently pursuing a degree in
information systems.
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ARMY MATERIEL COMMAND

YEAR 2000

QUALITY ASSURANCE POLICY
AND IMPLEMENTATION

Goals

The goals of the Army Materiel
Command (AMC) Year 2000 (Y2K) Quality
Assurance Policy and Implementation
Guidelines are to validate the
effectiveness of Y2K fix and testing
strategies, and ensure data reported to
HQ AMC and higher headquarters
accurately reflect command progress.
Quality assurance policy is intended to
provide the necessary structure and
guidance to prepare AMC for successful
systems implementation efforts. The
AMC Y2K Quality Assurance Policy and
Implementation Guidelines provide a
central information source governing the
objectives of the four levels of quality
assurance essential to system validation.
The document provides a common set of
methodologies to each Major Subordinate
Command (MSC), Separate Reporting
Activity (SRA), and Central Design Agency
(CDA), and to HQ AMC. Consistent
execution of these methodologies
coupled with timely reporting and
analysis should result in a thorough
examination of AMC Y2K progress.

The AMC Y2K Quality Assurance Policy
and Implementation Guidelines is an
“umbrella” document intended to
provide policy governing the execution of
the quality assurance process. The
appendices are key implementation tools
that provide the methodologies and
checklists for use during process
validation management reviews and spot
checks.

Process Description

Central to these policy guidelines is the
development of a comprehensive and
detailed quality assurance process. This
process consists of four levels:

* Testing and Certification. Testing and
certification are performed at the
direction of system and program
managers; all systems or families of
systems are certified and tested in
accordance with the selected certification
level. Because of the specific technical
and functional knowledge within the
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GUIDELINES

Edgar F. Brasseur

system or program management office,
testing is the core quality assurance
activity representing the best opportunity
for system validation. The focus of this
review is on individual systems and their
interfaces.

* Certification Reviews. Facilitated by
the MSC and SRA Y2K points of contact,
certification  reviews provide an
independent method of system
certification and testing efforts and
ensure system test results meetr higher
headquarters requirements. This level of
review boosts the confidence of the first
level general officer or Senior Executive
Service (SES) officer in the system or
program office testing and certification
process. Consistent with the testing and
certification process above, the focus of
the certification review is on individual
systems and their interfaces.

* Spot Checks. Led by the staff leads,
spot checks serve to examine a random or
purposive sample of compliant systems
based on criteria established in their
respective methodologies. The intent of
spot checks is to provide headquarters-
level technical and functional reviews of
compliant systems. Feedback to the AMC
Deputy Commanding General and first
level general officers or SES officers
provide solid indicators of MSC/SRA/CDA
progress and offer significant validation
opportunities. While spot checks
examine individual compliant systems,
they also focus on the capability to
support the functional customer’s
business process.

* Process Validation Management
Reviews. Conducted by the HQ AMC Y2K
Project Team, these reviews examine the
management of the MSC/SRA/CDA Y2K
conversion process. They employ the
Office of Secretary of Defense (OSD)
phase exit criteria to validate 