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From the Army Acquisition Executive

A Better Army Through Focused Research and Technology Development

combat requirements and the lessons of history as oppor-

tunities to build a force that is the most powerful, most
capable and most respected in the world. Army science and
technology (S&T) has had a major role in our success.

Throughout history, the Army has focused on Soldier needs,

Through our S&T program, we pursue technologies to enable
the Future Force while simultaneously seeking opportunities

to enhance Current Force capabilities. We develop technol-

ogy through investments in the three S&T components:

e For the near-term, demonstrating mature technology in relevant operational
environments and facilitating technology transition to acquisition programs.

¢ In the mid-term, translating research into militarily useful technology
applications.

¢ In the far-term, conducting research to create new understanding for
technologies that offer paradigm-shifting capabilities.

The Army’s laboratories and research, development and engineering centers
support the focused research and technology development necessary to enable
our Army to maintain its preeminence within the world. Army scientists and
engineers execute their work in world-class Army facilities and also in cooper-
ation with industry, academia and other government scientists and engineers.

In addition, the Army currently maintains four University Affiliated
Research Centers that partner with industry and Army laboratories to
transition new knowledge and novel technology concepts for further de-
velopment. The Institute for Advanced Technology (IAT), established with
the University of Texas-Austin, conducts focused, long-term, theoretical
and applied research and development in electrodynamics and hyperve-
locity physics. IAT’s primary focus is to enable military applications for
electromagnetic gun capabilities.

The Institute for Creative Technologies (ICT), established with the University
of Southern California, performs research in advanced simulation and
immersive environments. The ICT enlists and leverages the resources and
talents of the entertainment and game development industries to work
collaboratively with Army computer science experts in graphics, audio and
artificial intelligence. This collaboration has been critical in improving the re-
alism and usefulness of simulation for Soldier training and mission rehearsal.

The Institute for Soldier Nanotechnology, established with the Massachusetts
Institute for Technology (MIT), performs research in nanotechnologies for Sol-
dier protection and survivability applications. Nanotechnology is the design
and creation of novel materials or devices at the nanometer scale, often at
the level of individual atoms and molecules. Finally, the Institute for Collab-
orative Biotechnologies (ICB), established by the University of California-
Santa Barbara, in partnership with MIT and the California Institute of Tech-
nology, researches the processes, structures and features found in nature

and biology. ICB is developing revolutionary technological innovations in

bio-inspired materials and energy, biomolecular and infrared
sensors, bio-inspired network science and biotechnological
tools targeted to a broad spectrum of Army needs.

It is within the very nature of mankind to question how things

are done and this natural curiosity is essential to the progress

the S&T community continues to make. As technology be-

comes more and more advanced, it opens the opportunity to

reassess how we go about making progress. The system-of-

systems (SoS) approach to technology is one area that is chal-
lenging us to question how we are conducting technology development
and ask the question, “How do we do this better?”

The initial Future Combat Systems versions will require approximately 33
million lines of software code, and subsequent systems will undoubtedly
contain ever-more lines of code. While we can tweak our software devel-
opment tools and methods, it is uncertain that they will be up to the task
of developing future systems. Recently, Carnegie Mellon University’s Soft-
ware Engineering Institute (SEI) conducted a year-long study to investigate
ultra-large-scale (ULS) systems software. This study addressed the ques-
tion, “Given the issues with today’s software engineering, how do we build
future systems that are likely to contain billions of lines of code?”

SEI brought together engineering experts with software and systems expert-
ise from various institutions and organizations across the country to par-
ticipate. The study indicated something that we all knew, but didn’t truly
appreciate — the magnitude of the impact that our SoS would have on
how we do business. That increased code size brings with it increased
scale in multiple dimensions; number of people employing the system;
amount of data stored, accessed and manipulated; even to the number of
connections and hardware systems required. This poses challenges that
strain the foundations of current software development. The sheer scale of
ULS systems will change everything. People will not just be ULS system
users, they will be elements of the system. Software and hardware failures
will be the norm rather than the exception. ULS system acquisition will
be simultaneous with its operation and will require new methods for con-
trol. A broad, multidisciplinary research agenda for developing the ULS
systems of the future, like our SoS, is required and the S&T community has
shouldered this challenge.

The U.S. Army is the most powerful land force on Earth. Still, there is no
natural law that says that we will always remain that way. People will
make that happen. People are central to everything we do in the Army. In-
stitutions do not transform — people do. Platforms and organizations do
not defend the Nation — people do. Units do not train, they do not stay
ready, they do not grow and develop leaders, they do not sacrifice and they
do not take risks on behalf of the Nation — people do. That is why each
and every one of us has an important role in keeping the U.S. Army the
most powerful, most capable and most respected land force in the world.

Claude M. Bolton Jr.
Army Acquisition Executive
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Army’s business transformation initiatives.

The season for submitting nominations for the
2007 Army Acquisition Awards has arrived.
Three of the awards the U.S. Army Acquisi-
tion Support Center (USAASC) will be coor-
dinating the call for nominations and running
the award boards for are the Army Acquisition
Excellence (AAE) Awards; the Product/Project
Manager (PM) and Acquisition Director of
the Year Awards; and the David Packard
Excellence in Acquisition Awards. Meg Williams
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Dr. John A. Parmentola and Robert Khan

USAASC Director Craig A. Spisak has
approved a new timeline that allows for a
longer call for nominations period for these MAJ Shane Robb
awards. This will give more preparation time
to the organizations that would like to sub-
mit nomination packets. All organizations
employing Army acquisition professionals are COL John Tanzi
strongly encouraged to submit nominations.

For more information regarding the awards,
please go to the Acquisition Awards section of | Helfeit = €0 R
the USAASC Web site (http://asc.army.mil).
Questions regarding the awards may be Departments

directed to usaasc_events@us.army.mil.
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Putting Better Technology Into Soldiers’ Hands Faster

This edition of Army AL&T Magazine features articles from Program Executive Office
(PEO) Intelligence, Electronic Warfare and Sensors (IEW&S) and the U.S. Army Re-
search, Development and Engineering Command’s (RDECOM'’s) Systems of Systems In-
tegration (SOSI) Office. Both organizations are showcasing some of the latest develop-
ments coming out of their respective science & technology and research & development
programs to better address Soldier equipment and communications requirements as
U.S. Forces continue to wage the global war on terrorism.

SGT Jason D. Schwien, Bravo Troop, 3rd Squadron, 71st Cavalry Regiment
(Recon), 10th Mountain Division (Light), leads his squad along a trail high
in the Hindu Kush Mountains during a patrol near Kamdesh, Nuristan
Province, Afghanistan, Aug. 10, 2006. Soldiers like Schwien continue to
push the limits of human endurance and the equipment, weapons and
communications systems that U.S. Forces are employing in this harsh,
extremely desolate region, punctuated by violent sectarian, ethnic and
economic conflict. This issue is dedicated to the U.S. Soldiers who
selflessly serve on Freedom’s Frontiers with honor and distinction. (Photo
by Robert Nickelsberg/Getty Images®. Used with permission.)

Distributed Common Ground Systems-Army (DCGS-A)
PEO IEW&S's initiatives have led to full DCGS-A development and
deployment. DCGS-A provides the U.S. Army fully integrated,
timely and actionable battlefield intelligence. As PEO Edward T.
Bair illustrates in his article, DCGS-A establishes the core frame-
work for a worldwide, distributed, network-centric, system-of-
systems architecture that conducts collaborative intelligence oper-
ations and uses multisource intelligence products to aid real-time
battle command. Further, his organization’s other articles describe
how DCGS-A has developed the necessary Service-Oriented Ar-
chitecture to link the Army’s business and computational resources
(organizations, applications and data) to achieve the desired results
for Army intelligence analysts and battlefield commanders.

RDECOM SOSI

BG Genaro Dellarocco, RDECOM SOSI Deputy Commanding
General, discusses his organization’s mission, initiatives and
capabilities, and how SOSI integrates the various technologies
being developed at RDECOM laboratories around the globe.
He also discusses RDECOM'’s Joint collaboration initiatives
with the other services, the Department of Energy and the In-
ternational Technology Centers (ITCs), and how RDECOM SOSI
is fulfilling its mission of providing the right technology at the
right place at the right time. A second SOSI article relates how
RDECOM uses its ITCs to constantly search the globe for state-
of-the-art equipment and basic/applied reseach opportunities.
The final SOSI article describes the Army Materiel Command'’s
Rapid Support Network and how RDECOM SOSI is supporting
immediate warfighter battlefield requirements initiated through
real-time life cycle management acquisition, logistics and
technology (AL&T) sustainment conduits.

The balance of this edition focuses on a wide array of information
important to AL&T Workforce members to include: the U.S. Army
Test and Evaluation Command’s development and fielding of effec-
tive combat systems for aviators; technological advances in laser
research and their potential use in the near future; highlights from
the 25th Army Science Conference; and how Force XXI Battle
Command Brigade and Below is providing unprecedented situa-
tional awareness for battlefield commanders and their Soldiers. In
addition, the U.S. Army Training and Doctrine Command Capabil-
ity Manager-Cannon provides an update on cannon artillery and
munitions programs and future artillery system lethality. Also,
don’t miss conference coverage updates provided by our staff writ-
ers Ben Ennis, Meg Williams and Robert E. Coultas.

Michael I. Roddin
Editor-in-Chief
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The Distributed Common Ground
Systems-Army (DCGS-A) is leading the
way in providing Future Force capability
for today’s fight. DCGS-A is the Army’s
ground portion of a Joint intelligence
enterprise that unifies the collection,
processing, analysis, extraction, query
and visualization capabilities for tactical
environments. The efforts in this area
will benefit our warfighters by combin-
ing the preceding functions along with
creating a predictive intelligence analysis
environment that enables effective,
dynamic battle command.

DCGS-A became reality through the
Program Executive Office (PEO)
Intelligence, Electronics Warfare and
Sensors’ (IEW&S’) rapid response to
Army G-2 acceleration efforts and field-
ing of an initial DCGS-A capability in
theater to meet the most pressing opera-
tional needs. This fielded effort, ini-
tially called the Joint Intelligence Opera-
tions Center-Iraq (JIOC-]), is the
DCGS-A Version 2 (V2) capability and
has been fully transitioned to the
DCGS-A program office. DCGS-A is
successfully merging the best capabilities
of numerous Current Force systems

with the best emerging technologies, to
craft an enduring hardware and software
architecture that will be operationally
relevant now and for the Future Force.
The DCGS-A road map will ease the
rapid integration of internally developed
innovative ISR capabilities and tech-
nologies from Future Combat Systems,
our Joint service partners and coalition
forces, while minimizing costs from un-
necessary rework.

DCGS-A — Leading
Transformation Strategy

The DOD and Army transformation
strategies are designed to create a more
efficient, effective, capable and cost-
effective warfighting force. Transforma-
tion can be described as the adoption of
a strategic vision to harness discontinu-
ous or disruptive technological, organi-
zational and infrastructural changes to
increase the agility of U.S. combat
power against existing and emerging
threats. A critical requirement for Army
transformation is an ISR capability that
can adjust or scale to match both exist-
ing and evolving threats during its life
cycle. Clearly, the current war on terror
demands an ISR enterprise that can

improve force effectiveness in operations
ranging from traditional maneuver
force-on-force engagements to nontradi-
tional operations other than war mis-
sions, such as humanitarian aid and
peace enforcement. The DCGS-A archi-
tecture, in its current level of execution,
has demonstrated its robustness and abil-
ity to meet these challenges as demon-
strated by the fielded DCGS-A V2 and
soon-to-be-fielded DCGS-A V3 and

Human Domain Workstation products.

The vision and architecture laid out for
DCGS-A has been flexible enough, both
in form and process, to quickly absorb
developing capabilities from the theater,
the schoolhouse, lab and industry. From
a development and architectural perspec-
tive, the key lesson learned, while devel-
oping the initial DCGS-A capability, is
that high-performance enterprise systems
are built from a solid internal core and
execute a defined strategy to deliver
value to the edge points — in this case,
our warfighters. The creation of an ISR
enterprise, therefore, calls on DOD and
the Army to leave behind the existing
comfort zones of “stovepipes” and their
single-purpose business rules and adopt
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an architectural philosophy and en-
abling techniques that permit our sys-
tem to continually adapt, scale and
offer new capabilities while remaining
economical and efficaciously support-
ing combatant commanders and their
Soldiers on danger’s frontiers.

Service-Oriented Architec-
ture (SOA) Encapsulates

the Vision

The DCGS-A development is unique,
not only within the DOD community,
but also within the broader universe of
information technology (IT) theory and
practice. DCGS-A is based on an SOA
that helps define discrete IT software and
system service capabilities that are discov-
erable, invocable and reusable by any
other service or end user. While SOAs
currently exist in many commercial
mission-critical systems, DCGS-A repre-
sents their first tactical warfighting imple-
mentation within DOD. The Project
Manager (PM) DCGS-A was tasked
with assisting these existing Programs of
Record (PORY) in identifying and distill-
ing their key data assets and analytic ca-
pabilities and services, enabling their use

in the end-state DCGS-A enterprise.

The POR analysis and distillation

process is a critical driver to the

acquisition and sustainment processes
that will be used in ongoing DCGS-A
development and deployment. The fact
that we are currently involved in a war
demands that we operate in a flexible
manner, balancing prudent design risks
against the reward of rapidly providing
critical information that can save
Soldiers’ lives. The development of en-
terprise information technologies neces-
sitates an acquisition environment that
supports situations where it may not be
possible for the end user to articulate
exact requirements. Our solution to
meeting this dynamically changing
situation was the implementation

architecture chosen for DCGS-A that
easily enables incremental development
and continual refinement as the require-
ments become better defined. The SOA
strategy permits us to explore how we
could refactor, rather than completely
recode, capabilities from the existing
services set that would enable us to meet
the user-requested capabilities or effects.

The PM DCGS-A created a strategic
road map that keeps the transforma-
tional end state in sight while address-
ing significant current needs. The road
map outlines a crawl, walk, run model.
This means that while the ultimate aim
is to create the perfect, fully capable,
transformational, net-centric enterprise,
it will be accomplished in a stepwise
fashion. Our requirement is that the
process be reasoned and deliberate with
clear warfighter-relevant deliverables
along the way. This process allowed us
to deploy interim capabilities to the
field such as DCGS-A V2 and DCGS-
A Fixed without compromising the
program’s long-term effectiveness.

Implementing the DCGS-A
SOA Vision

The first, or “crawl,” phase consists of
the process of inventorying potential
POR services and generating a broad
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set of specifications to provide guidance
to our industry counterparts. These
specifications serve as catalysts for lively
and pointed discussions that provide a
strong theoretical and practical basis for
DCGS-A’s initial executions.

In addition, the use of prior work done
by the U.S. Air Force, specifically the
DCGS Integration Backbone (DIB),
enabled DCGS-A to make a quick start
toward its objective system. DCGS
DIB adoption and implementation
started us walking on the road to
service-enabling Army systems. Initial
work on DCGS-A V3 uses the DIB to
interface with the Joint MetaData Cata-
log (MDC). While V3 was being devel-
oped, we were afforded the opportunity
to assimilate the Joint Intelligence Oper-
ations Capability. DCGS-A, like any
enterprise system, consists of a wide range
of transactional information processing
capabilities. These transactional capa-
bilities require an institutional memory
repository or warehouse. In the com-
mercial world, a data warehouse is a
database geared toward an organization’s
business intelligence requirements. In
the DCGS-A enterprise, the JIOC-I
capability served this key function.

The JIOC-I data warechouse ingests
data from the various operational sys-
tems at regular intervals and distributes
mined, analyzed and packaged infor-
mation across the enterprise. JIOC-I
facilitates the analysis of historical op-
erational performance over time, which
is needed to refine future operational
mission execution. These capabilities
were productized and deployed as
DCGS-A V2. The assimilation of
JIOC-I into the DCGS-A enterprise
provided total validation of the PM ac-
quisition approach and the decision to
implement an enterprisewide SOA ar-
chitecture. This was further leveraged
through DIB infrastructure integration
and a visualization capability called the

Multi-Function Workstation (MFW)
that permitted integration of the best
portions of these programs into our

“walk” phase called DCGS-A V3.

V4 Proof of Concept (PoC)
DCGS-A V3 proves that PORs can be
successfully integrated in a loosely cou-
pled, nonproprietary, incremental
manner. DCGS-A V3 includes func-
tionality from JIOC-I, access to the
Joint MDC through the DIB, visuali-
zation capabilities through the use of
an MFW and collaboration with the
Army Battle Command System. In
effect, V3 helped us transition from
the crawl phase to the walk phase.
Building on the successes of V3, the
V4 PoC is accelerating us into the
DCGS-A enterprise “run” phase.

The DCGS-A V4 PoC was built
around two fundamental service-
oriented components. The first was a
fully developed Enterprise Service Bus
(ESB) with a complementary business
process management capability, and the
second was a thin-client browser-based
portal. An ESB is a loosely coupled,
highly distributed and scalable integra-
tion infrastructure framework that
connects, controls and mediates the in-
teractions between applications. The

ESB enables the objective DCGS-A V4

system to scale beyond the ingestion-
based, hub-and-spoke-type V3 initial
implementation. This is the ideal di-
rection or infrastructure to grow or
evolve from V3 and build V4. It was
also consistent with the road map mi-
gration from walk to run. The DCGS-
A V4 PoC, first demonstrated in the
summer of 2006, integrated multiple
POR capabilities making them visible
through the use of the thin-client
browser-based portal. DCGS-A V4,
when delivered, will be an open and
flexible ISR enterprise system that will
support the current fight and be easily
extended by recomposing or integrat-
ing new services as they become avail-
able or when required to meet the
Future Force’s needs.

EDWARD T. BAIR is the PEO IEW&S.
He is responsible for executive leadership,
oversight, direction and total cost ownership
for Army IEW&S modernization strategies
and program capabilities. Bair holds a B.S.
in industrial management from Purdue Uni-
versity, an M.S. in national resources strat-
egy from the National Defense University
and is a Defense Acquisition University Se-

nior Acquisition Capstone Course graduate.
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The preceding definition accurately
describes not just the Distributed
Common Ground System-Army
(DCGS-A), but also the process by
which it has been undertaken and
managed. Other articles in this maga-
zine will discuss the architecture,
specific program technology, military
intelligence, strategic import and
DCGS-A’s use in operational art. This
article is intended to review for pro-
gram managers in DOD and civilian
agencies, who are building enterprise
systems, some techniques we used in
DCGS-A. Let me begin by defining
DCGS-A and its supporting concepts.
After these points are discussed, I will

provide observations gathered from
delivering each initial execution’s
component of the DCGS-A enterprise.

DCGS-A Definitions

DCGS is a family of fixed and deploy-
able multi-source ground processing sys-
tems that support a range of ISR systems
such as national or commercial satellite
systems and unmanned aerial systems.
DCGS, when fully operational, will pro-
vide continuous on-demand intelligence
brokering to achieve full-spectrum domi-
nance so that American and coalition
forces can change the course of events in
hours, minutes or seconds. The envi-
ronment provides physical and electronic

distribution of ISR data, processes and
systems, as illustrated in the figure on
Page 10.

The Army’s contribution — and a key
DCGS component — is DCGS-A.
DCGS-A is the Army’s enterprise plat-
form for ISR. DCGS-A’s objective is to
integrate in a seamless enterprise 10 Pro-
grams of Record (PORs) that comprise
the bulk of the Army’s ISR capabilities.

Managing Paradigm Shift
DCGS-A’s development has not been
as much a technical challenge as one of
changing the philosophical and opera-
tional context of the way ISR platforms
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ACS - Aerial Common Sensor

ASAS - All Source Analysis Platform

BCT - Brigade Combat Team

Bde/Bn — Brigade/Battalion

CDD - Capabilities Development Document
COOP - Continuity of Operations

FoS - Family of Systems

IPV6 - Internet Protocol Version 6

Key
JTRS - Joint Tactical Radio System
KPP — Key Performance Parameter

NCES - Net-Centric Enterprise Services
NECC - Net-Enabled Command Capability

OEF - Operation Enduring Freedom
OIF - Operation Iraqi Freedom
QRC - Quick Reaction Capability
SA — Situational Awareness

DCGS-A Development Evolution

SCl — Sensitive Compartmented Information

SW - Software

TCM - U.S. Army Training and Doctrine
Command (TRADOC) Capabilities
Manager

TPE - Theater Provided Equipment

WIN-T - Warfighter Information
Network-Tactical

are designed, developed, implemented
and, ultimately, acquired. Transforma-
tion has recently become a very popular
phrase in DOD organizational con-
cepts. In managing enterprise system
development, the critical question in
transformation, or of going from an In-
dustrial Age to an Information Age mil-
itary, is the objective quantification of
the value that distributed, networked
forces bring to modern combat.

This networked or enterprise question
is not uncommon in commercial in-
formation technology (IT) projects
that require the upgrading or transi-
tioning of legacy systems to a more
modern system execution. In that
context, the calculus of return on
investment is much more sharply

defined than in the one DCGS-A
exists in. The additional challenge in
the DCGS-A program was the need to
explain to and align the stakeholders
with the new vision while also gaining
their confidence as to its technical
basis and capabilities. Each POR had
its own prime contractor(s), manage-
ment structure and constituency. Fu-
ture Combat Systems (FCS) and our
Joint service partners that were de-
pendent on some of our sensors for
mission requirements were also key
factors in our development strategy.
In order for the net-centric, imple-
mentation DCGS-A Joint vision to
prevail, the Project Manager (PM)
DCGS-A had to convince each group
of two things. The first was that the
essential value/contribution of their

individual program would be effec-
tively leveraged and, the second, was
that the DCGS-A architecture would
yield a system that was greater than
the “sum of its parts” to combatant
commanders and their Soldiers.

At PM DCGS-A, we developed a tech-
nical program management philosophy
that was broad in its applicability and
focused in operational execution. This
overall philosophy was derived directly
from the program name. We were
looking for a truly distributed system
that leveraged the capability of com-
mon elements and would not lock the
Army into a costly proprietary solu-
tion. It was important that we not
make the same mistakes pointed out

by Jeff Cares in his book, Distributed

10 APRIL - JUNE 2007




ARMY AL&T

Networked Operations (Foundations of
Network Centric Warfare). His key ob-
servation: “The military community
often confuses IT-enhanced, rarefied In-
dustrial Age processes with distributed
networked systems that are truly trans-
formed for the Information Age.” The
lessons learned from DCGS-A’s success-
ful development to date can help future
practitioners to distinguish between
these two and to manage the rapid de-
velopment of a truly transformed
“distributed enterprise.”

Managing Legacy System to
Enterprise Transformation
The plan for developing the DCGS-A
enterprise was straightforward and
based on a sound acquisition strategy.
The key strategy in controlling costs
and mitigating risks involved modify-
ing the existing PORs so that they
were enterprise-enabled in a concretely
measurable fashion. This was done
using these acquisition strategy steps
and can be widely applied to any simi-
lar situation:

* Web-enable each POR to the fullest
extent possible. This can start with
something as simple as identifying a
uniform resource locator hypertext
endpoint for the functionality. From
this starting point, use differing lev-
els of sophistication all the way up to
a Representational State Transfer or
full Web service.

Enforce data-level interoperability

through the use of wrappers and
adapters following a wrap-and-adapt
strategy. These wrappers or adapters
would be designed to conform to in-
teroperable specifications. The infra-
structure supporting these should be
message-based with, at the lowest
level, appropriate application pro-
gram interface.

Make widespread use of eXtensive
Markup Language (XML) tagging
and construct a meta-data capability.

* When able, use the service-enabling
infrastructure of the DOD-proven
DCGS Integration Backbone (DIB).

Determine What Enterprise
Components Already Exist
Most programs start with a defined
single-service requirements set.
DCGS-A, as is the case in all enter-
prise projects, had a set of require-
ments derived from the DCGS-A Ca-
pabilities Develop-

standard DOD acquisition process
and DCGS-A is that the DCGS-A
program had an immediate opera-
tional deployment window it had to
meet and that the system would be
initially put together at a government-
owned Systems Integration Labora-
tory (SIL). This operational fielding
window was routinely accelerated
from the originally stated program
delivery schedule to meet operational
rotation require-

ment Document that
encompassed the ag-
gregated select num-
ber of individual re-
quirements from
each of the individual
PORs along with
other intangible
stakeholder require-
ments that are part of
most organizations’
enterprise vision.
Therefore, the first
step was to inventory
each POR’s relevant
capabilities and map

The plan for developing
the DCGS-A enterprise
was straightforward and
based on a sound
acquisition strategy. The
key strategy in controlling
costs and mitigating risks
involved modifying the
existing PORs so that
they were enterprise-
enabled in a concretely

measurable fashion.

ments and the overall
Army Force Genera-
tion commitments.
The SIL concept
yielded advantages as
it accelerated our
ability to integrate
new technologies.
The most critical les-
son was to immedi-
ately address how to
inventory the data,
spot redundancies
and evaluate this in-
ventoried dataagainst
several factors. The

them against an en-
terprise infrastructure that ensured the
functionality covered was complete.
Additional considerations between a

data inventory process
consisted of conducting a series of Sol-
dier characterization user studies and

tool surveys and engaging government,
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as well as civilian, subject matter ex-
perts in each program.

The next step was to map the user (con-
sumer research in a commercial environ-
ment) against a workable system model.
Because DCGS-A is primarily an aggre-
gated software system, the unified
model used was the model/view/con-
troller pattern. This was critical because
it permitted us to map the inventoried
capabilities against a

SOA expresses a software architectural
concept that defines the use of services
to support software users’ requirements.

The DCGS-A Version 2 (V2)
Baseline

The U.S. Army’s Intelligence and
Security Command (INSCOM) had
developed a significant capability that
enabled Soldiers advanced analysis
capability through accessing a large
number of databases

generally accepted
software pattern. In
his book, A Timeless

V3’s success is just a step
in the overall process to

build on operational

and advanced analysis
tools. The tremen-
dous and insightful

Way of Building, effort that allowed
Christopher Alexander interoperability with this to happen is de-
states that each pattern NCES and full FCS scribed in another
represents a decision Snattorelfios DCGS-A article in

that must be made

this magazine. The

and the corresponding
considerations that go into that deci-
sion. From this model, service specifica-
tions were developed and mapped
against an execution of the enterprise as

a Service-Oriented Architecture (SOA).

contribution and ef-
fort as a result of this development
cannot be understated. Given that
this development has been adequately
covered, I will continue describing
DCGS-A enterprise development.

DCGS-A V3 — Building An
Enterprise

Based on previous work, V3 develop-
ment was able to rapidly enhance the
V2 system. To meet the pressing field
requirements in Iraq, the information
contained in the service specifications
and user surveys needed to be quickly
productized for delivery to the fight.
The approach with the least risk was to
take select high-value components high-
lighted in the POR survey and quickly
make them ready to work in an enter-
prise context. This was accomplished
by using two well-known enterprise ar-
chitecture patterns defined earlier —
the wrapper and adapter patterns.

The wrapper allows switching of im-
plementations of application functions
without impact to other communica-
tions partners by encapsulating (or
transforming) messages in some
fashion, typically XML. This is one
component in implementing a loose
coupling of an enterprise’s elements.

PM DCGS-A’s technological innovation has resulted in fielded ISR systems that benefit warfighters today and promise combatant commanders even greater
intelligence analysis capabilities tomorrow. Here, SPC Timothy Foltz (left) and SSG Chris Bertomeu from Headquarters Co., 5th Battalion, 3rd Stryker BCT, 2nd

Infantry Division, provide security during a joint patrol with Iraqi army soldiers near Salhea, Iraq, last November. (U.S. Army photo by SGT Antonieta Rico, 5th

Mobile Public Affairs Detachment.)
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The adapter seeks to place emulations
or filters around or within business
processes to affect the loose coupling’s
second half. The result of this was the
first step in the DCGS-A implementa-
tion framework that formed the basis
of all future develop-

certainly not as far as we can go with the
foundation we have built. Perhaps this
is the most important process lesson.

We also reached out to other pro-
grams and agencies that were develop-
ing components that

ment. We were
very fortunate that
INSCOM, with G-2
support, had created
the enterprise’s data
warehouse portion

called the “brain.”

The successful production
so far of DCGS-A V3
would not have been

possible without the use

of a clear technical

we could leverage.
From the DOD
DCGS community,
we incorporated the
U.S. Air Force-
developed DIB to

enhance Joint inter-

This valuable contri- development operability. We have
bution could not methodology that been working with
have been leveraged, . . both the National
however, had we not permitted the aggregation Geospatial Agency

carefully followed the
step-by-step opera-
tional plan illustrated
earlier to transform
legacy systems into an
integrated enterprise
context that permit-
ted us to prepare and
field a fully func-
tional subset of the
required DCGS-A

components as

of a broad range of
software products and
capabilities to be
harnessed so that all
available data could be
made available to
warfighters without
temporal or geographic

limitations.

and National Security
Agency to be compli-
ant with accessing
their most available
information and in-
telligence products
and leveraging their
most advanced devel-
opments. We are
currently working
with the Product
Director for Intelli-

DCGS-A V3.

Another key experience accrued from
this process’s execution was that we al-
most became victims of our success.
The rapid and successful SOA-based
integration of V2 into V3, followed by
V3’s fielding, left many feeling that we
had reached the end state. While this
operational capability is extraordinary,
the enterprise target of having all the
relevant information quickly available
to the core users regardless of temporal
or geographic location in a seamless
fashion is still not complete. V3’s suc-
cess is just a step in the overall process
to build on operational interoperabil-
ity with NCES and full FCS function-
ality. Paraphrasing Winston Churchill,
“it is the end of the beginning” and

gence Fusion to host
the latest DCGS-A developments
within the ASAS platforms.

DCGS-A V4 is now bringing enter-
prise capabilities to maturity as follows:

* ISR component to battle command.

* Actionable intelligence.

* Running estimates.

* Planning and collaboration capabilities.

* Modularity and scalability.

* Mobility/transportability.

* Distributed operation capability.

* Supports the Evaluation BCT.

* Provides full data access, including
BCT sensors.

* Intelligence fusion.

* Net-centric compliance.

* NECC and interoperability.

The final lesson we learned is that it is
important to keep the end state in
mind. If not, it is easy to settle for in-
termediate success. The successful
production so far of DCGS-A V3, and
the imminent arrival this year of
DCGS-A V4, would not have been
possible without the use of a clear
technical development methodology
that permitted the aggregation of a
broad range of software products and
capabilities to be harnessed so that all
available data could be made available
to warfighters without temporal or
geographic limitations. A key compo-
nent — multiple source exploitation
— which includes signals intelligence,
geospatial intelligence, measurement
and signals intelligence, ASAS and other
open source intelligence-gathering capa-
bilities, will help DCGS-A V4 achieve
full POR capability. The use of a
clearly directed capability inventory,
best practices in the use of enterprise
integration patterns and a solid data
warehouse and application server
framework has permitted us to field a
system that is benefiting our warfight-
ing customers every day and promises
even greater capabilities tomorrow.

COL HENRY E. ABERCROMBIE is the
PM DCGS-A, Program Executive Office
for Intelligence, Electronic Warfare and
Sensors, Fort Monmouth, NJ. He has a
B.S. in business management from Al-
abama A&M University and a master of
strategic studies from the U.S. Army War
College. He is also an Adjutant General
Advanced Course and U.S. Army Com-
mand and General Staff College graduate.
Abercrombie is an Army Acquisition Corps
member and is Level III certified in pro-

gram management.
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Actionable Intelligence for the
Warfighter — Achieving Army ISR
Net-Centricity Through a Service-

Oriented Architecture (SOA)

Greg Wenzel and Eric Yuan
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DCGS-A is employing an
SOA approach using Web
services to achieve the
goal of net-centric ISR

systems interoperability.
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Point-to-Point Integration for POR Systems

Hub-and-Spoke Integration for POR Systems

Figure 1. Traditional Integration Approaches

Application Inte-
gration, is imple-
mented using
commercial
products such as
MQSeries®,
Tibco®, Web
Logic® and
webMethods®.
Although effec-
tive in well-
defined and
clearly scoped
enterprise
settings, this
approach is cen-
tralized within
an enterprise
(intra-enterprise),

technology-

approach uses the underlying, usually
proprietary, Application Programming
Interfaces as the access mechanism.
This approach is widely considered
“tightly coupled” because the interface
between the source

Using a point-to-point approach,
DCGS-A would need to build and
maintain 156 unique system interfaces
to achieve full integration between the

13 PORs. Elevate this scalability con-
cern to the broader

and target systems is
built unique to those
two systems. Hence,
the integration capa-
bility can’t be lever-
aged across other
systems. Additionally,
whenever the system
software and data
structures are altered,
programmers must
change the integration
code accordingly.

This creates significant
cost, maintenance and
scalability problems.
This scalability issue,

As leveraged information
services supplant large
monolithic applications,
the traditional system
boundaries begin to
disappear and ISR
applications can be
dynamically assembled in
new ways to support
changing missions
and immediate

commanders’ needs.

ISR community and
this integration ap-
proach becomes
highly impractical and
extremely costly.

A traditional message
broker middleware
approach resolves the
N2 problem by
introducing a middle-
ware “hub” that
serves as the message-
handling intermedi-
ary. Instead of
communicating with

one another using

which analysts call the

“N2 problem,” (handling data volume
and path issues using sensible defaults
and defined target lists) escalates expo-
nentially as new systems are introduced
into a network of integrated systems.

unique “one-off”
interfaces, the systems interoperate
using publish-subscribe style messages
brokered by the centralized middle-
ware hub. This “hub-and-spoke” ap-
proach, often referred to as Enterprise

dependent and
platform-centric, rather than distrib-
uted across enterprises (inter-enterprise),
open and net-centric. It offers limited
scalability and adaptability that is insuffi-
cient for large-scale, cross enterprise, net-
centric environments such as DCGS-A
and the broader ISR community. These
traditional integration approaches are
depicted in Figure 1.

Net-Centricity and ISR
Transformation

The DCGS-A program is transforming
the Tasking, Processing, Exploitation,
Dissemination (TPED) Intelligence
Cycle, an inherently sequential and
platform-centric process, to the new
net-centric Tasking, Posting, Processing,
Use (TPPU) paradigm. Although
TPPU encompasses all TPED func-
tions, it refactors them into a more
open, dynamic and leveraged capability,
making data available immediately for
processing into actionable intelligence.
The TPPU vision has some profound

architectural implications as follows:

* Pull Versus Push. Information flows
are no longer just a one-way “push,”
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but will be both push and “pull.”
TPPU systems allow users to selec-
tively retrieve only the data that is of
interest to them.

Collaboration. Because “post before
process” becomes part of the norm
under TPPU, the discrete informa-
tion provider to information proces-
sor to information consumer chain
is blurred and the sequential TPED
“pipeline” is morphed into a many-
to-many collaborative network.
System-to-System. Many traditional
ISR “stovepipe” systems architec-
tures were built to support only
human-system interfaces, but they
now must support system-to-system
integration as well. For example, in-
stead of a user querying all systems
for data on a regular basis, a Web
portal may periodically query avail-
able ISR systems on a user’s behalf

and alert the user of any time-

As the Army’s next-generation intelli-

critical intelligence
data.

Open Services. In a
TPPU environ-
ment, as leveraged
information serv-
ices supplant large
monolithic applica-
tions, the tradi-
tional system
boundaries begin to
disappear and ISR
applications can be
dynamically assem-

Once an ISR organization
achieves system
interoperability by
conforming to the
interface specification, it
gains the benefit of
interoperability with all
“networked” ISR systems
that also conform to the

interface specification.

gence technology ca-
pability provider,
DCGS-A is designing
around these and
other architecture
tenets to support the
future needs of
warfighters and intel-
ligence analysts.

Achieving
Net-Centricity
Instead of using sim-
ple point-to-point or

bled in new ways
to support changing missions and
commanders’ immediate needs. The
traditional stovepiped systems will
give way to a set of net-centric tech-
nology services that can be leveraged
across the ISR community.

hub-and-spoke inte-
gration, DCGS-A is achieving net-
centricity through SOA and Web
services by constructing a set of lever-
aged ISR service interface specifications.
These application and data interface
specifications provide a layer of
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Figure 2. DCGS-A SOA Integration Approach

abstraction that allows for system in-
teroperability regardless of the interop-
erating systems’ underlying technology
infrastructure, including hardware,
software and data structures. These
net-centric “over-the-wire” specifica-
tions serve to establish the standard
formats and protocols that participating
systems employ to exchange data and
perform services, thereby making the
integrating architecture platform-,
programming language- and vendor-
independent. The interface specifica-
tions serve as the DCGS-A SOA’s
building blocks and are built using Web
services-based open standards such as
eXtensible Markup Language; Simple

Object Access Protocol; and Universal
Description, Discovery and Integration.

The DCGS-A program’s goal is to
achieve interoperability with the
broader ISR community, not just
among DCGS-A PORs. To this end,
the interface specification development
effort continually works to be more and
more inclusive so that the specification
gains the broadest applicability in the
ISR community. The specifications
define more than 130 ISR services
addressing HUMINT, geospatial intelli-
gence, signals intelligence, measurement
and signatures intelligence, and all
source domains, and incorporates the

DIB standards. DCGS-A is currently
working with and expanding involve-
ment with other ISR organizations and
data standards working groups to im-
prove and evolve the interface specifica-
tions. The DCGS-A SOA integration

architecture is illustrated in Figure 2.

The advantage of this SOA approach is
self-evident. With SOA/Web services,
DCGS-A can publish services to the
ISR “network” using a standard inter-
face specification and then the decision
to interoperate and the effort of inte-
grating is pushed out to ISR commu-
nity organizations that wish to access
those services by “plugging into the
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network.” This promotes scalability
by delegating the integration effort out
to the network of ISR organizations.
Once an ISR organization achieves sys-
tem interoperability by conforming to
the interface specification, it gains the
benefit of interoperability with all
“networked” ISR sys-

operational continuity. The DCGS-A
Web services-based interface specifica-
tion driven approach can reduce the
integration effort by an order of mag-
nitude allowing a much more rapid
“time-to-capability” for warfighters.
Interoperability is achieved through
compliance with a

tems that also con-
form to the interface
specification. A sin-
gle integration effort
reaps the benefits of
all the systems net-
worked via the inter-
face specification —
Metcalfe’s Law. Met-
calfe’s Law states that
the value of a
telecommunications
network is propor-

DCGS-A is aggressively
examining operational
scenarios and systems

architecture in applying

modular force structure,
TPPU and service-
oriented concepts to
address the operational,
acquisition and

organizational aspects of

community-endorsed,
open standards-based
set of interface speci-
fications, which sub-
stantially reduces the
number of interfaces
required to develop,
maintain and achieve
a critical element

in the evolution to
net-centricity.

Net-Centricity

tional to the square Army ISR force Involves More
of users.of the system P ——— Than Tephnology
(n2). First formu- ISR effectiveness de-

lated by Robert Met-
calfe in regard to the Ethernet, his law
explains many of the network effects
of communication technologies and
networks such as the Internet and
World Wide Web. Users gain addi-
tional information sources through
unanticipated data providers as they
are published and plugged into the
net. This is the essence of net-
centricity. The DCGS-A set of service
interface specifications is the critical
enabler for the rapid integration of
systems into a DCGS-A ISR services
“marketplace” that will significantly
benefit the Army and the ISR commu-
nity at large.

From an acquisition perspective, the
SOA approach also provides great ben-
efits and cost savings. Once the initial
capability is in place, the DCGS-A
program can more easily enhance, or
even entirely replace, legacy systems
and deliver greater capability to
warfighters with no adverse impact on

pends on technology
and on processes, people and organiza-
tions. Working with the U.S. Army
Training and Doctrine Command Ca-
pability Manager, DCGS-A PORs and
other intelligence community subject
matter experts, DCGS-A is aggres-
sively examining operational scenarios
and systems architecture in applying
modular force structure, TPPU and
service-oriented concepts to address
the operational, acquisition and orga-
nizational aspects of Army ISR force
transformation. DCGS-A is not sim-
ply trying to reuse existing POR capa-
bilities, but is striving to integrate
those capabilities in innovative ways to
support future ISR missions.

Leading commercial organizations, in-
cluding Amazon®, eBay®, Google™,
Dell™ and countless others, have un-
equivocally proven the net-centric
power of interface specification-driven
interoperability using SOA and Web

services technologies. The Army and

the larger ISR community can apply
these same technologies to achieve
similar net-centric transformational
improvements. At PM DCGS-A, we
believe that we owe it to our combat-
ant commanders and their Soldiers to
capitalize on technologies that are
transforming the world today.

GREG WENZEL is a Principal with Booz
Allen Hamilton’s Information Technology
(IT) Team focusing on emerging technolo-
gies applied to client business needs. He
is a recognized leader in the areas of
business-to-business exchanges, SOA, dis-
tributed simulation, grid computing and
net-centricity. Wenzel holds a B.S. in
computer science from Clarion University
of Pennsylvania and an M.S. in computer

science from Johns Hopkins University.

ERIC YUAN is an Associate and Senior
System Architect with Booz Allen Hamil-
ton’s IT Team. He has more than 13 years
of professional experience in software de-
velopment and IT consulting in both the
commercial and public sectors. He is
currently supporting PM DCGS-A in
areas such as SOA standards and specifica-
tions, system-of-systems evolution and
governance, architecture methodologies
and IT portfolio management. Yuan holds
a B.S. in computer science from Tsinghua
University, Beijing, and an M.S. degree in
systems engineering from the University

of Virginia.
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DCGS-A Version 2 (V2) System —
A Key Element in the Army’s
Net-Centric ISR Arsenal

LTC Robert Snyder, Dana Collier and Michael G. Ajhar

istributed Common Ground System-Army (DCGS-A)

provides combatant commanders and their Soldiers

fully integrated and timely intelligence on the battle-
field. The DCGS program establishes the core framework for a
worldwide distributed, network-centric, system-of-systems
architecture that exponentially enhances collaborative
intelligence operations, analysis and production. The DCGS
Integration Backbone distributes intelligence, surveillance and
reconnaissance (ISR) data, processes and systems. This permits
all echelons to simultaneously gain critical contextual informa-
tion in near real-time.

The best source of intelligence collection on the battlefield is a U.S. Army Soldier. DCGS-A
hopes to make intelligence collection, analysis and dissemination even better for Soldiers like
SFC Eric Schloneger, 1st Brigade, 1st Armored Division, shown here on a combat patrol near Tal
Afar, Iraq, last April. (U.S. Air Force (USAF) photo by SSGT Aaron Allmon, 1st Combat Camera
Squadron (1CCS).)




The DCGS-A will consolidate the func-
tions of 12 Programs of Record (PORs)
into a unified, integrated ISR capability:

* All Source Analysis System-Light.

* Analysis and Control Team-Enclave.

* Block IT Analysis and Control Element.

* Common Ground Station.

* Counter- and Human-Intelligence
Management System.

* Prophet Control.

* Integrated Meteorological and
Environmental Terrain System-Light.

* Digital Topographic Support
System-Light.

* Guardrail Ground Processing.

* Tactical Exploitation System.

* Ground Control System.

* Enhanced Trackwolf.

DCGS-A’s V2 configuration is specifi-
cally tailored to have a regional focus
capable of continuous collection/analy-
sis to provide direct support and over-
watch to operationally engaged units.

Origins of DCGS-A V2
Capability

The DCGS-A V2 capability was signifi-
cantly accelerated by the preliminary
work done on the Information Domi-
nance Center (IDC) and, more recently,
the Joint Intelligence Operations
Capability-Iraq (JIOC-I). The IDC
concept involved IDC nodes or exten-
sions, deployed and manned by U.S.
Army Intelligence and Security Com-
mand (INSCOM) in theater (Iraq and
Afghanistan) or established in INSCOM
Theater Intelligence Brigades and Groups
and other non-INSCOM units located
worldwide. These worldwide extensions
are continuously linked to the IDC via a
number of communications means —
common user circuits, strategic commu-
nications links and dedicated satellite

terminals — to provide access to
INSCOM’s dollar database and
CONUS-based analysts. Tailored ana-
lytical products are generated, frequently

on a quick-response basis, to meet a
deployed team’s immediate needs.

The IDC also provides tactical over-
watch (TO) on current and potential
trouble spots worldwide, providing di-
rect support to contingency operations
with intelligence sup-

* Enable tactical elements below divi-
sion level to report information and
receive alerts at tactically useful clas-
sification levels.

* Improve agility of collection cuing,
tasking and integration of theater assets.

* Serve as a founda-

port and intelligence
operations-related
products should the

need arise.

Collectively, the ability
to communicate
worldwide permits the
small number of ana-
lysts resident in the
IDC to provide intelli-

gence support and tai-

The IDC provides TO on
current and potential
trouble spots worldwide,
providing direct support to
contingency operations
with intelligence support
and intelligence
operations-related products

should the need arise.

tion for collabora-
tive overwatch, in-
cluding tipping/
cuing, indications
and warnings, and
effects-based target-
ing at all levels.

The JIOC-I also in-
creased situational
awareness and transi-

tional memory by

lored intelligence as-
sessments and products rapidly and effi-
ciently. The Project Morning Calm ini-
tiative that began in late 2003 validated
the new technology and techniques from
the Korean peninsula operational envi-
ronment. In response to the acute needs
of Operation Iraqi Freedom (OIF), the
critical IDC capabilities proven in Korea
were further developed into the JIOC-I,
which acts as a virtual data repository in-
gesting information from a comprehen-
sive network of sensors and data sources,
regardless of echelon. The JIOC-], as a
quick-reaction capability, was assembled
from commercial-off-the-shelf (COTYS)
and government-off-the-shelf (GOTYS)
hardware and software intended to rap-
idly augment and dramatically improve
ISR capabilities in the O/F area of opera-
tions. The evolving threat and nature of
the counterinsurgency fight necessitated
a quick-reaction augmentation of exist-
ing ISR capabilities and systems residing
in theater.

The JIOC-I goals were to:

* Improve the overall effectiveness of
all-source intelligence fusion and in-
formation sharing in support of OIF.

providing a consoli-
dated, theaterwide data repository with
“institutional memory” between in-
coming and outgoing units and pro-
vided historical context and linkages
for operational planning. The IDC’s
evolution laid the foundation for the
JIOC-I, which in turn has laid the
foundation for the DCGS-A V2.
DCGS-A V2 will leverage the U.S. in-
formation technology advantage by
consolidating disparate data sets and
applying advanced data retrieval and
visualization tools available at every
echelon, thereby ensuring timely, de-
liverable and actionable intelligence
where and when it is needed most.
The dynamic nature of theater intelli-
gence plays a significant role in
DCGS-A V2, which is why new data-
bases, data sources and tools are con-
tinually being updated.

The JIOC-I formally transitioned to
the DCGS-A POR in June 2006 for
management and sustainment. The
Program Executive Officer (PEO)
Command, Control, Communica-
tions, Computers, Intelligence, Sur-
veillance and Reconnaissance and the

Program Manager (PM) DCGS-A
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adopted and will continue to enhance
the architecture that

as well as 7 of the 10 Army divi-
sions and 3 of 4

permitted the JIOC-I
functionality as a
proven practical ini-
tial system to be read-
ily assimilated into
DCGS-A and
launched within the
available budget. Ul-
timately, DCGS-A

will satisfy critical

The JIOC-I was assembled
from COTS and GOTS
hardware and software
intended to rapidly
augment and dramatically
improve ISR capabilities in

the OIF area of operations.

Army corps. The
mobile training
team, consisting of
contractors and non-
commissioned offi-
cers, trained more
than 200 Soldiers at
the various fielding
locations in Iraq.
Each training event

warfighter ISR needs.

DCGS-A V2 Benefits
Operationally, DCGS-A is already reap-
ing huge benefits for combatant com-
manders and their Soldiers as follows:

* Rapid Fielding to Tactical Units. By
the end of calendar year 2006, the
INSCOM/DCGS-A fielding teams
had fielded DCGS-A V2 to 11 BCTs

and three theater-level units in Iraq

was tailored to the
individual unit’s specific unit mis-
sions. In many cases, trainers
performed one-on-one training to
ensure any and all specific require-
ments were met.

* Servers Down to Bridgade Level. The
fielding package included database
and application servers on Secure In-
ternet Protocol Router (SIPR) and
Joint Worldwide Intelligence Com-
munications System to each BCT.

This allowed the BCT and subordi-
nate battalion (on the same BCT
forward operating base (FOB)) to
quickly access the V2 services and
databases without the latency associ-
ated with inter-theater communica-
tions. The BCT servers also served
as complementary backups to each
other. As an example, if a BCT’s
SIPR server went down, the BCT
could reach the same services and in-
formation from the division server
on the same FOB without incurring
any latency constraints.

Rapid Response to Theater Require-
ments. Static and dynamic database
sources were quickly added to the V2
database and discoverable by all users.
Increased Analyst Speed. Most ana-
lysts valued the time V2 saved by
consolidating sources discoverable by
one search process and the corre-
sponding mentor support provided

at BCT level.
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Lessons Learned From
DCGS-A V2 Configuration
There were several major benefits re-
sulting from the leading-edge work
undertaken by INSCOM in DCGS-A
V2 development.

* Because of the sig-

The INSCOM IDC and JIOC-I initia-
tives provided incredible intelligence
value and were great successes in their
own right. Cumulatively, they formed
the basis for the DCGS-A V2 program
and their value to the intelligence com-
munity continues. INSCOM and PM
DCGS-A should both

nificant amount of
real-life research
conducted in devel-
oping the IDC/
JIOC-I capabilities
and the PM DCGS-
A’s implementation
of sound acquisition
principles early in

the program, sup-

The dynamic nature of
theater intelligence plays a
significant role in DCGS-

A V2, which is why new
databases, data sources and
tools are continually being

updated.

be justifiably proud of
their productive and
effective partnership
during transition of
the JIOC-I to the
DCGS-A POR, an
effort that will benefit
the intelligence com-
munity for years

to come.

portability issues

were addressed up front and this in-
vestment will yield greatly reduced
life-cycle ownership costs.

The choice convergence on a service-
oriented architecture system as the
base of the DCGS-A architecture
ensured that highly reliable COTS
products could be effectively used in
the program. This helped to ensure
that the high-mission profile opera-
tional requirements and equipment
sustainability was maintained with a
minimum of contractor support.

* The purchase of spares along with
the procurement of end items again
aided in the reduction of life-cycle
costs and eased cross-leveling
responsibilities.

* The importance of the information

assurance effort cannot be overstated

or overlooked. Because JTIOC-I was

a quick-reaction capability, the

documentation effort had to play

catch-up to the fielding effort and
individual units were responsible for
the accreditation process. PM

DCGS-A is developing type accredi-

tation documentation to speed up

the process and take the burden off
the receiving units.

Theater Operations Co.
INSCOM, the PEO Intelligence, Elec-
tronic Warfare and Sensors executive
agent for DCGS-A (Fixed), has been

instrumental in ad-

information while setting conditions
for theater engagement and security
cooperation, early warning, precision
action and collateral damage reduc-
tion. The Theater Operations Co.
leverages DCGS-A in the fixed facility
to produce actionable intelligence that
provides commanders and Soldiers a
unique level of shared situational un-
derstanding delivered with the speed,
accuracy and timeliness necessary to
operate at the highest potential.

The actionable intelligence paradigm
includes eight initiatives: Every Sol-
dier a Sensor, Human Intelligence Re-
vitalization, TO, DCGS-A, Red
Teaming, IDC, Pantheon Project and
Project Foundry. The MIB, enabled
by DCGS-A (Fixed), manages five of
the eight initiatives: TO, DCGS-A,
Red Teaming, IDC and Project
Foundry. These precepts require a

dressing the re-
quirements of the
DCGS-A (Fixed)
configuration.
Since 2002,
INSCOM has
accelerated, by 5

to 10 years, fielding
of the DCGS-A
(Fixed) site to its
organic military in-
telligence brigades
(MIBs).

The 513th MIB,
the 66th MI Group
and the 500th MIB
configuration are
the most mature.
As such, the The-
ater Operations
Co. of those units
considers DCGS-A
as its primary en-
abler to support
BCT demand for
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mindset and culture change relative to
intelligence collection and Soldier

disciplines as one intelligence appara-
tus to provide sustained recognition in

placement to change
the current system of
vertical echelons to a
single integrated net-

Because of the significant
amount of real-life research

conducted in developing

order to identify
threats and provide
indications and warn-
ings, prevent battle-

work with relevant field ambiguity and
information accessible the IDC/JIOC-I cover-down on tacti-
by all Soldiers. capabilities and the PM cal and operational
. . intelli , and
DCGS-A’s implementation ineefigence gaps, an

The Theater Opera-
tions Co. supports
the warfighter with
multidisciplined, full-
spectrum intelligence
activities that result
in relevant data and
on-demand support
to improve warning
and reaction time,

of sound acquisition

principles early in the
program, supportability
issues were addressed up
front and this investment
will yield greatly reduced

life-cycle ownership costs.

support emerging re-
quirements and en-
gaged forces. Addi-
tionally, the Theater
Operations Co.’s
principal mission
focus in support of
engaged forces in-
cludes: ISR opera-
tions, indications and

provide situational
understanding in support of theater
engagement and security cooperation,
force protection operations and
precision action by engaged forces.
Operationally responsive, the Theater
Operations Co., through TO, uses
DCGS-A to convey all intelligence

warning, ground
order of battle, precision engagement,
mobility and information security.
Regionally focused operations enable
day-to-day interaction and process
refinement with engaged forces and
provide extensive synergy in Joint and
combined operational environments.

The Theater Operations Co. supports
engaged forces using DCGS-A with a
detailed set of refined business prac-
tices currently in place within the or-
ganization’s single-source intelligence
production sections. Each section
(Measurement and Signals Intelli-
gence, Imagery Intelligence, Signals
Intelligence and Counterintelligence/
Human Intelligence) has developed, or
is developing, a set of procedures that
build credibility with the unit on the
ground, streamline the requirements
process and are Web-enabled to reduce
dissemination time.

The single-source production sections
are tied together by the collection man-
ager through the command and control
visualization center responsible for
maintaining focus on the engaged
forces’ requirements and battle rhythm.
This Battle Captain Visualization cen-
ter is also directly responsible for the
cross-queuing of requirements among
the individual single-source producers,
enabling requirements managers to

quickly identify the intelligence gaps,
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UH-60 Black Hawk helicopters from 2nd
Squadron, 6th Cavalry Regiment, lift off
from FOB McHenry, Iraq, carrying Soldiers
from 2nd Battalion, 27th Infantry Regiment,
for an aerial patrol over the Hawijah
District of Kirkuk Province, Feb. 12, 2007.
(U.S. Army photo by SFC Michael Guillory.)

and adjust taking and production re-
quirements to support emerging battle-
field requirements for engaged forces.

INSCOM’s goal is to achieve DCGS-A
(Fixed) Early Capability at the five
MIBs by the end of FY07. That goal
will be mitigated by funding and
schedule constraints. However, capa-
bilities at the 513th MIB and 66th MI
Group are mature enough to allow for
the next phase of operationalizing the
system, which includes installation of
DCGS-A V4 and the operational in-
stanciation of DCGS-A V2.

LTC ROBERT SNYDER is the Deputy

Director of Futures, Headquarters INSCOM.

He was the Lead Project Officer for JIOC-I
DCGS-A V2. Prior to this assignment, he
was the Current Analysis Chief on the U.S.
Forces Korea J2 Staff where he was intro-
duced to many of these intelligence capabil-
ities through Project Morning Calm. He

holds a B.S. in criminal justice from the

University of Nebraska.

DANA COLLIER is the Government
Lead for the INSCOM DCGS-A (Fixed)
Program Management Office. PM
DCGS-A has been delegated as the
Executive Agency for DCGS-A (Fixed)

to INSCOM at Fort Belvoir, VA. She

has a B.S. in psychology from California
State University. Collier is an Army
Reserve lieutenant colonel with more than
23 years in the MI Combat Development

and Materiel Development arenas.

MICHAEL G. AJHAR is a General Dy-
namics contractor and the Systems Inte-
gration Manager at the 513th MIB, Fort
Gordon, GA, where he is responsible for
DCGS-A integration. Ajhar is a retired
Army Signals Intelligence Chief Warrant
Officer with more than 27 years of experi-
ence in intelligence production, collection

management and systems integration.
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DCGS-A V3 — An Innovative Approach to
Design and Development Between

Government and Industry
Alan S. Hansen and LTC Daniel Cunningham

possessing exceptional capabilities. A common element shared with all intel-

The Army has developed an array of intelligence Programs of Record (PORs)

ligence systems are their unique ground processing facilities. However, the
ability to share data or cross-correlate information between intelligence systems in
near real-time is extremely difficult and rarely occurs in operational environments.
The Joint Intelligence Operations Capability-Iraq (JIOC-I) is an Army G-2/U.S. Army
Intelligence and Security Command (INSCOM) initiative that recently transitioned to
Project Manager Distributed Common Ground Systems-Army (PM DCGS-A). This
effort merges various intelligence products into a unified operational view providing
the Soldier with a more accurate representation of situations and events while fol-
lowing the Army DCGS-A program’s system architectural goals.
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In December 2005, the Army G-2
and INSCOM fielded a Quick-
Reaction Capability (QRC) called
JIOC-I. Deployed on a flat network,
JIOC-I provided Soldiers with a
means of obtaining intelligence data
seamlessly across multiple echelons,
right down to the individual warfighter.
The JIOC-I system’s primary
strengths are its ability to ingest data-
bases and sensor information from as
many sources as possible, and then
connect this information to the an
alysts and operators hosted on the
network. JIOC-I also provides the
Soldier access to an array of analytical
tools necessary to support counter-
terrorist and counterinsurgency opera-
tions. In June 2006, JIOC-I mission
management was transitioned to PM
DCGS-A. Formally named DCGS-A
Version 3 (V3), the effort merged the
DCGS-A Spiral 4 program using the
JIOC-I as the systems baseline.

Intelligence and Information
Warfare Directorate (I2WD)
The U.S. Army Research, Develop-
ment and Engineering Command
(RDECOM) I2WD has provided

technical and engineering support on

the Common Ground Station (CGS)
program for the past several years and
currently supports the PM on the
DCGS-A mission. PM DCGS-A
turned to I2WD and its unique capa-
bility with intelligence systems prod-
uct development, which included
knowledge of existing POR systems,
and its core infrastructure and on-site
facilities. The I2WD, located at Fort
Monmouth, NJ, has recognized the
need for net-centric integration expe-
rience and advanced

provided technical support on legacy
systems such as CGS, Guardrail
Common Sensor, All Source Analysis
System (ASAS) and other POR sys-
tems projected for migration to the

future DCGS-A.

As currently established, the SIL is a
government-managed venue possess-
ing state-of-the-art infrastructure
with the capability to host and sup-
port the development, integration
and testing of

technology insertion
in support of the
Army’s next genera-
tion intelligence
gathering systems.
PM DCGS-A initi-
ated the development
of a Systems Integra-
tion Laboratory
(SIL) hosted at
[2WD. The SIL is

The SIL is an outgrowth
of work performed on
the CGS program,
internal tech-based
initiatives in information
fusion and various other
intelligence products and

exploitation tools.

DCGS-A products
and services. Fur-
ther, the SIL pro-
vides an operational,
modeling and simu-
lation environment
for user communities
to host their prod-
ucts for demonstra-
tion. In addition,
the SIL offers an in-

an outgrowth of
work performed on the CGS pro-
gram, internal technology-based
(tech-based) initiatives in information
fusion and various other intelligence
products and exploitation tools.
Moreover, the I2WD SIL has

dependent environ-
ment permitting users the ability to
“bench test” or validate through in-
teraction in a realistic synthetic envi-
ronment and permit system configu-
ration management before produc-
tion and fielding.

SPC Aaron Lawrence, 1st Battalion, 13th Armor
Regiment, 3rd Brigade, 1st Armored Division,
maintains radio contact with local units following
an improvised explosive device detonation near
Tarmiya, Iraq. Better ISR products and analyses
will help U.S. troops pinpoint insurgents more
quickly before triggermen can rein destruction on
innocent Iraqi citizens. (USAF photo by TSGT
Russell E. Cooley 1V.)
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The DCGS-A SIL is providing next generation net-centric integration capability

and advanced technology insertion for today’s and tomorrow’s intelligence

Current federation connectivity exists
between the SIL and other major pro-
gram participants. These participants
include operational activities such as
INSCOM’s Information Dominance
Center, the Army DCGS Fixed Sites
and Joint Improvised Explosive Device
Defeat Organization; research and de-
velopment SILs including the U.S.
Air Force (USAF) Defense Ground
System-Experimental (DGS-X);
DCGS-Navy; Future Combat Systems
(FCS) Command, Control, Commu-
nications, Computers, Intelligence,
Surveillance and Reconnaissance
(C4ISR) Laboratory; U.S. Army

Communications-Electronics Life

Cycle Management Command; and
industry contractor facilities. Using a
federated SIL approach has allowed in-
dependent development of system
products at dispersed contractor and
government sites, has enabled initial
ad-hoc system testing through simula-
tion and has provided immediate feed-
back on system design and functional-
ity to system developers.

In responding to the Army’s Current
and Future Force warfighting require-
ments, with respect to the DCGS-A
system architecture JIOC-I QRC ob-
jectives, decision makers identified sig-
nificant project initiatives and goals. A

System/Functionality

ABCS Interoperability Services

DIB

Work Suite Software Enhancements

Map Visualization Services
MFWS

Software Integration
Testing and Fielding

Responsible Proponent

Overwatch Systems

Raytheon Corp.

Science Applications International
Corp. (SAIC)

TEC/Northrop Grumman Corp. (NGC)
12WD

12WD/AIl

PM DCGS-A/NGC/SAIC

Figure 1. DCGS-A V3 Primary Systems’ Functions and Proponents

primary target goal is the development
of V3 to provide a common frame-
work, leveraging the strengths of
JIOC-I and incorporating them into a
DCGS-A enterprise. In conjunction
with this goal, the DCGS-A V3 initia-
tive would design and fabricate for the
operator/analyst a Multi-Function
Work Station (MFWS) having 4-D
visualization, mapping services and

an analyst tool suite supporting data
mining, correlation, link analysis and
interoperability with the existing Army
Battle Command System (ABCS). The
initial capability is scheduled for deliv-
ery to the Central Technical Support
Facility (CTSF) at Fort Hood, TX, for
testing and accreditation. Finally, the
DCGS-A V3 build must possess the
design flexibility to support migration
of functionality and capabilities from
existing POR intelligence systems.

Acquisition and
Development Model

The design, development and fielding
of the DCGS-A V3 capability has fol-
lowed a nontraditional approach by
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having the I2WD laboratory facility
perform the integration and pre-
deployment testing of a fielded opera-
tional system. Designated as the prod-
uct development lead, I2WD worked
side-by-side with industry contractors
and other government agencies in this
unique combination of expertise toward
a common goal of fielding the V3
system on a very short schedule. As the
lead, I2WD carried out all Preliminary
Design Review and Critical Design Re-
view functions normally performed by
an industry Lead Systems Integration
contractor. Figure 1 on Page 28 lists the
major team members and their associ-
ated system functional area. By using
the federated SIL approach already
described, concurrent design and devel-
opment for the major system elements
enabled the aggressive schedule required
to meet PM DCGS-A program require-
ments. In addition, by designating a

government entity as the lead, the PM
and other government managers had
unrestricted instantaneous access to the
development process.

As illustrated in Figure 2, the planned
government/industry integration and
test schedule for the DCGS-A V3 sys-
tems and capabilities was conducted at
the I2WD SIL facility September
through October 2006 with a sched-
uled deployment soon thereafter. The
schedule clearly shows the short devel-
opment cycle driven by the effort. As
seen in the schedule, the development
team performed extensive systems and
integration testing compared to the
time spent on development, conse-
quently helping to mitigate potential
integration difficulties. For the
DCGS-A V3 development and
fielding, I2WD and PM DCGS-A

decided on an incremental approach

by phasing in new capabilities over
time, thereby ensuring an achievable
fielding schedule. The ability to incor-
porate the entire functionality in an
initial build as required by the U.S.
Army Training and Doctrine Com-
mand (TRADOC) Capabilities Man-
ager (TCM) was clearly unfeasible in
the target time frame because of the
vast list of capabilities required and
their complexity to implement. There-
fore, the TCM prioritized functional
capabilities into major capability areas
and the development team worked to-
ward scheduled incremental releases.

The highest priorities concerned were
access to data by all echelons from
battalion to theater, the use of an en-
terprise data management architecture
and the provision of ISR data reach
operations. In addition to the data in-
teroperability requirements, enhanced

DIB — DCGS Integration Backbone
IATT Docs — Interim Authority to Test

Key:
SSL - Secure Socket Layer
SSO — Single Sign-On

SW — Software
TRR — Technical Readiness Review

Figure 2. DCGS-A V3 Integration and Testing Schedule
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Former Secretary of the Army Dr. Francis J. Harvey (left) and Army Chief Information Officer/G-6 LTG
Steven W. Boutelle (center) review digital maps and imagery produced for C4ISR systems by the

Configuration Management Shop, CTSF, during a visit to Fort Hood. Looking on are LTG Thomas F. Metz
(center right), then 11l Corps and Fort Hood Commanding General, and COL Evin Planto (right), Office of
the G-6. (DOD photo by Grazyna Musick.)

functionality would be required to sup-
port the user with visualization of
geospatial products and contextual data
in conjunction with “all source” analysis
tools. A benefit of using an incremental
approach permits the operators to work
with the system capabilities and provide
input back to the engineering teams on
improvements, enhancements or new
functions not previously considered.

Another critical issue in planning the
DCGS-A V3 development process
concerned using the DCGS Integra-
tion Backbone (DIB). As a building
block for net-centricity, the DIB pro-
vides a means to share information
across the intelligence enterprise.
Being developed by the USAE the
DIB presented the V3 program with
unanticipated challenges as it necessi-
tated a synchronization of releases that

required adjustments to the overall V3
software integration schedule. In addi-
tion, as with the DIB, the FCS architec-
ture and system applications will also
have a direct impact on the DCGS-A
system design and im-

Accomplishments
As a precursor to this effort, 2WD
achieved a major milestone with DIB
integration into an overall DCGS-A
architecture. 12WD designed, devel-
oped and implemented a Resource
Adapter software component between
target POR systems and the DIB.
This exposed POR intelligence prod-
ucts to the enterprise service. The
DCGS-A Spiral 4 demonstration
showed that it was possible to transfer
data from Army POR systems, such as
CGS, ASAS-Light, Integrated Meteo-
rological and Environmental Terrain
Systems, and Advanced Field Artillery
Targeting Designation System, using
the DIB, and that Army POR data
could be displayed on the USAF
DGS-X Portal. As far as we know, this
was the first application of the DIB on
a system. Another DCGS-A V3
“alpha” (V3.0a) system build accom-
plishment was the integration and de-
livery of four Work Suites to the
CTSF in June 2006, and formal train-
ing for its staff. This currently places
the V3.0a Work Suites under CTSF
formal Configuration Management.
The delivered systems are designated
under an Interim Authority to Test,
thereby following a path leading to-
ward final field certification of system
hardware and soft-

plementation. As FCS
capabilities — for ex-
ample Level 1 Fusion
and Sensor Manage-
ment functions — are
being leveraged by
DCGS-A, these updates
will also influence the
DCGS-A system’s

schedule and opera-

The DCGS-A V3 build
must possess the design
flexibility to support
migration of functionality
and capabilities from
existing POR intelligence

systems.

ware COl’IlpOIlCl’ltS.

The near-term ap-
proach for the
DCGS-A V3 project
includes obtaining an
Interim Authority to
Operate by the end
0f 2007. This will

permit formal inter-

tional capability. There-
fore, having an incremental approach al-
lows the design team to mitigate any
unanticipated effects encountered with
new DIB releases and FCS functionality
on the other system software.

operability testing
with the other POR systems and pro-
vide a pathway to certify V3 as a
fielded capability.
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Furthermore, a noteworthy success was

the horizontal integration at brigade
between ABCS and

effort. This initiative has provided an
unprecedented capability and function-

ality for Soldiers in

the JIOC-I system.
This now provides op-
erators and command-
ers with quicker and
more reliable access to
DCGS-A intelligence
information. Never-
theless, the most sig-
nificant accomplish-
ment and consequence
of the effort resides
with transitioning V3
to the DCGS-A V4 ef-
fort that is currently
underway.

A benefit of using an
incremental approach
permits the operators to
work with the system
capabilities and provide
input back to the
engineering teams on
improvements,
enhancements or new
functions not previously

considered.

the field for intelli-
gence gathering and
data exploitation. The
DCGS-A V3 effort
addresses core tech-
nology areas by pro-
viding a unified dis-
play of intelligence
products to the opera-
tor on the MFWS
while using the DIB
architecture. For the
future, the DCGS-A
SIL will continue per-
forming experimental

The Way Ahead

The DCGS-A V3 program has suc-
cessfully demonstrated that govern-
ment and industry teams can work in
a cooperative environment toward a
quick-reaction solution together, while
having a government entity lead the

laboratory work on
emerging technologies in support of
PM DCGS-A. As the feasibility of
these technologies matures and attains
Technology Readiness Level 6 or be-
yond, I2WD envisions using the SIL
rather than a full production environ-
ment for initial integration and testing.

The DCGS-A V3 Work Suite with MFWS Laptop will greatly enhance
battlefield commander and Soldier situational understanding through

better ISR integration capabilities. (Photo courtesy of Joseph Walerko,
U.S. Army Communications-Electronics Research, Development and
Engineering Center.)

This methodology
provides the best
option for PM
DCGS-A to incor-
porate newer capa-
bilities or technolo-
gies while mitigat-
ing risk on the
future DCGS-A
production contract
and subsequent
product improve-
ments using the
[2WD SIL as and
adjunct to the fu-
ture LSI contractor.

Another goal for
the V3 effort is to
obtain formal Cer-

tification to Oper-
ate in the field,
leading to classifica-
tion of the system

as a Limited Unit Production (LUT).
By attaining the LUT designation, the
fielded system will have full field and
logistic support and not suffer from
identification as a piece of laboratory
equipment. In addition, the V3 devel-
opment team will fulfill capabilities
left out of the V3.0 system build, such
as full interoperability of ABCS at
brigade and other echelons. Other up-
grades may include any necessary sys-
tem enhancements and additional soft-
ware functionality initiated by users in
the field for a V3.01 system build con-
ducted in March 2007. Most impor-
tantly, the V3 system potentially
moves from an associate to a core bat-
tle command membership, providing a
path toward the future Armywide
DCGS vision.

ALAN S. HANSEN is the Program
Development Lead for the DCGS-A V3
program in support of PM DCGS-A.
Hansen is also the Senior Technical Advi-
sor for information fusion technologies de-
velopment at RDECOM I2WD. He
holds a B.S. in electrical engineering from
Pratt Institute and is Level III certified in
program management and systems planning,

research, development and engineering.

LTC DANIEL CUNNINGHAM is the
PM Intelligence Fusion. He holds a B.S.
from the U.S. Military Academy and his
military education includes the Field Ar-
tillery Officer Basic and Advanced courses,
the Combined Arms Service Staff School,
the Command and General Staff College,
the Material Acquisition Management
Course, the Program Manager’s Tools
Course, the Program Management Office
Course and the Program Manager’s Skills
Course. Cunningham is Level III certified
in program management and is an Army

Acquisition Corps member.
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DCGS-A V4 — Innovations for the Warfighter

LTC Calvin Mitchell

he Distributed Common Ground Systems-Army (DCGS-A) is

the premier platform program for enterprise enablement of in-

telligence, surveillance and reconnaissance (ISR) information
technology (IT) assets. It is the Army’s ground portion of a Joint intel-
ligence, network-centric enterprise that unifies collection, processing,

analysis, extraction, query and visualization ISR capabilities for the

tactical environment. DCGS-A is an enterprise-enabling legacy, with
stovepiped systems to make them more responsive, extensible and dy-
namic to provide warfighters with more higher quality actionable in-
formation than ever before. The DCGS-A platform, delivered in incre-
ments, will result in a combined, integrated system with capabilities
of the whole substantially greater than the sum of its parts.

DCGS-A V4, when fully operational, will provide continuous on-demand intelligence brokering to achieve
full-spectrum dominance so that U.S. and coalition forces can react to ISR reports in a matter of minutes
instead of hours. Here, LTC Drew Meyerowich (center), Commander, 2nd Battalion, 3rd Brigade Combat
Team, 25th Infantry Division, discusses operational plans based on intelligence provided by his counterpart
in the Iraqi 1st Battalion, 2nd Brigade, 4th Infantry Division, Feb. 1, 2007, near Zanjaliah, Iraq. (U.S. Air
Force (USAF) photo by MSGT Andy Dunaway.)
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With Version 4 (V4), the DCGS-A
program takes the next step toward
the DCGS-A objective of creating a
net-centric, Web-enabled, enterprise-
based and open architecture for ISR
systems. The DCGS-A end-state ar-
chitecture will be capable of support-
ing multiple, simultaneous, worldwide
operations through scalable and mod-
ular system deployments. The result-
ing enterprise architecture will inte-
grate the current disparate ISR sys-
tems via a Service-Oriented Architec-
ture (SOA), providing a consolidated
and interoperable system of access for
all DCGS Web-based services, appli-

cations, tools and information.

The DCGS-A V4 program imple-
ments many technical innovations over
previous DCGS-A iterations. In keep-
ing with the crawl, walk, run approach
to integrating the various Program of
Record (POR) domains DCGS-A now
runs, V4 builds on and integrates all of
the relevant capabilities of the success-
ful V2 and V3 DCGS-A iterations,
while bringing new capabilities and
providing the infrastructure founda-
tion for future capabilities that were

never before possible. This article dis-
cusses the innovations that the DCGS-
A V4 program brings to bear to arm
our warfighters with the ISR capabili-
ties needed to win the fight now and
in the future.

ISR system